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Abstract 
A model is being developed to simulate UO2 at very high temperatures incorporating the effects 
of non-congruent phase transitions. In particular, the melting transformation and the possible 'A-
transition' is being investigated to help support the design and analysis of experimental work 
being conducted as part of nuclear safety research. This work includes the interpretation of the 
behaviour of operating CANDU fuel under upset conditions, where centerline melting may 
potentially occur (particularly if the fuel is oxidized). The model presented here numerically 
solves a system of coupled nonlinear differential equations as derived from fundamental 
principles. The results of the model present here compare well against laser flash experiments in 
recently published literature. 

1. Impetus 

Under upset or very high power conditions, particularly with sheath failure, it is possible that the 
centerline of a fuel pellet will exceed the local melting temperature and begin to melt. Since 
defective fuel rods allow the coolant to come into contact with the fuel, concurrent oxidization 
by reaction with H2O or D20 is also an important consideration [1]. 

While approaching the melting temperature, 3120 K, UO2 may undergo an additional phase 
transformation located at approximately 2670 K. The exact nature of this transition is currently 
ill resolved due to extreme conditions required to observe it, but it is currently thought to be a 
second order, A-transition. Its presence is unusually inferred by analysis of cooling curves which 
may exhibit temperature plateaus due to latent heat effects [2]. 

Experiments in this region are typically laser-flash type in which heat enters the system through 
a surface. This is not the case in an operating fuel rod which is heated by fission occurring 
throughout its volume. 

Due to the extreme conditions required to reach these phenomena, experimental data are scarce. 
It is therefore desirable to have a robust mechanistic model, derived from first principles, capable 
of simulating these conditions. The introduction of phase transformations adds complexity to 
fuel behaviour models due to sharply changing material properties and applicable physical 
phenomena. Models of this type typically require the solution of a set of coupled differential 
equations in either transient or steady state modes. 

2. Phase field modelling 

The phase field model adds a scalar variable co to the problem domain and an associated partial 
differential equation [PDE] to govern it [3]. This variable is an abstract parameterization of the 
extent to which a region of material may be considered solid or liquid. It can be interpreted as the 
local fractional volume that is liquid, or proportional to the regularity of atomic spacing [4]. It is 
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not a conserved quantity. In this development, co represents the phase change between solid and 
liquid for clarity, but it can actually represent any phase transformation such as the A-transition. 

In this analysis, the value of co varies continuously in the range [0,1] representing solid and liquid 
respectively. For # 0,1 a two phase region is present in which the material is a mix of solid 
and liquid forming a 'diffuse' interface in contrast to the sharp interface used in other models [5]. 
This formulation is a very general model which can be shown to reduce to the Stefan condition 
in the sharp interface limit. 

The Theory of Irreversible Processes [TIP] is employed to derive the equations governing co and 
its relation to classical heat flux. This theory is founded on the laws of thermodynamics [6] 
particularly the second law: that in an isolated process, the local entropy produced is positive [7]. 
As derived in Appendix A, the phase field model requires the solution of the following set of 
partial differential equations for the temperature T in the generalized heat conduction equation 
and the phase change co, respectively: 

aT r , P (OM' FusionV)+ IC,:(c0)]  C°pCp = v kVT I at at 

a ° 
T

= H1 [AO. AGFusion (T) (V)] 6 92 V' 2

Here the superscript denotes differentiation with respect to co and Allfusion and AGfusion is the 
enthalpy and Gibbs energy of fusion as obtained from thermodynamic databases such as 
CALPHAD or FACT. The density p, heat capacity Cp and thermal conductivity k are functions 
of co and possibly T. They are assumed to be expressible according to a linear progression 
between solid and liquid values as shown below for p using subscripts S and L to denote the 
solid and liquid states, respectively: 

P(T,  (1— AO' Ps(T)+ AO' PL(T) 

(2.1) 

(2.2) 

(2.3) 

The function p(9) smoothes co and allows the enforcement of certain requirements as outlined in 
the appendix. The function Ku(9) describes the excess surface energy of the material on the 
boundary between solid and liquid where co # 0,1. As in other work, these parameters are taken 
to be [8]: 

p(co) = co' [6c02 —15co +10] 

Ku (Sp) =Wv2[1—

Additional phase field constants are given by: 

(2.4) 

(2.5) 

W = 6 al (2.6) 

6.9
2 

= 120-8/T. (2.7) 

k T ,N2 

M9 . = (2.8) 

where a is the surface energy and 8 is a user-chosen measure of the interface thickness and Trn is 
the melting temperature. 
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Here the '  superscript denotes differentiation with respect to φ and ∆Hfusion and ∆Gfusion is the 

enthalpy and Gibbs energy of fusion as obtained from thermodynamic databases such as 

CALPHAD or FACT. The density ρ, heat capacity Cp and thermal conductivity k are functions 
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where σ is the surface energy and δ is a user-chosen measure of the interface thickness and Tm is 

the melting temperature.  
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The variable On describes nucleation of one phase inside another and is given by: 

On = 
exp[ 

AG:  ) Jr. I; (1— p) if AG . < 0 

k BT t —1;,p if AGfas > 0 
(2.9) 

where AG: is the critical energy for a nucleus and kB is Boltzmann's constant. The constants 

/s°,, are related to nucleation kinetics. 

The width of the diffuse interface can be envisioned as a balance between the opposing energy 
effects described by W and 6'9. The former increases the energy of material on the boundary, 
which tends to make the interface sharp. The later increases the energy of rapidly changing co 
which tends to make the interface more diffuse. Hence, these two parameters provide a means to 
shape the interface region for different problems and materials, e.g., the A-transition region or 
the interface region between the solid and liquid material during fuel melting. 

The phase field model does not explicitly define the position of the interface, but rather includes 
it indirectly. This technique allows for complex interface shapes, volumetric heating and 
undercooling/superheating effects that can pose difficulties in other simulation techniques. 

3. Results 

3.1 Manara experiment 

The current model is being compared with experiments done by D. Manara at the Institute for 
Transuranium Elements in Karlsruhe, Germany in which he obtains measurements of the melting 
transition in non-stoichiometric UO2 [9]. The results of these experiments are published and 
compared with a computer model developed at the ITU [10]. These papers are used to guide and 
verify the development of the modelling technique in this work. 

In the Manara experiment, a prepared sample of UO2 is held in a high pressure buffer gas to 
suppress the possible effects of UO3 evaporation. The sample is heated on one side with a 
combination of two lasers whose beams are homogenized by random mixing over a long fiber 
optic cable. One laser is used at lower power to slow and condition the cooling rate to prevent 
undercooling. This effect would complicate the modelling procedure. The other laser is used at 
higher intensity to heat the surface of the sample and induce melting. The surface temperature in 
the center of the pellet is then recorded using optical pyrometers. 

The model described in Manara's work [11] is one dimensional in depth for a flat sample with 
heat transfer in the z direction. This simplified representation is taken as a starting point for the 
current model development. 

3.2 Simulation 

This model requires the solution of a set of highly non-linear differential equations. This was 
accomplished using commercial Finite Element Method [FEM] software, Comsol Multiphysics. 
In order to resolve the interface, the computational mesh spacing must be on the order of the 
interface thickness S. The mesh must be very fine in the region of interest leading to a long 
computing time. Symmetries are therefore very useful to exploit. 
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where o

nG∆  is the critical energy for a nucleus and kB is Boltzmann’s constant. The constants 
o
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The experimental setup measures the surface temperature at the centre of the pellet over the 
course of the experiment. This temperature is therefore the quantity of interest for verifying the 
model. In the present simulation, the sample is treated as axially symmetric. Furthermore, the 
radial effects are assumed to have little contribution to the behaviour along the axis of the pellet. 
The model therefore consists of a one-dimensional domain representing depth over which 
equations (2.1) and (2.2) are solved. The boundary conditions at the surface of the pellet is a heat 
flux from the laser minus radiative and conductive heat transfer into the buffer gas. The 
conductive heat transport is modeled simultaneously. The rear boundary is fixed at the initial 
condition, room temperature. 

Material properties for this simulation were obtained from the Fink review [12]. In addition the 
interface width 8 in (2.6) to (2.8) is taken to be 0.51.un, I and I: in (2.9) is chosen to be 10 and 
1, respectively; however, due to the exponential term, the model is not sensitive to these latter 
values. The functions LIGiusion and 4li i0„ are taken from the FACT database. 

Comparison of laser flash experiment with models 
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Figure 1:Surface temperature vs. time as divided into four stages. The difference in temperature plateaus is 
due to the a choice of the melting point at 3120 K (3147 K was recommended as a result of these experiments). 
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Figure 1 shows the results of the simulation compared to the measured values. Table 1 show the 
calculated sequential depth profiles of the 1-D simulation. For interpretation purposes, the 
thermogram may be divided into four stages: 

1. The sample is completely solid and being heated rapidly by the combined lasers pulse. 

2. The surface temperature has passed the melting temperature. There are now two phases 
present; a liquid phase near the surface of the sample, and the bulk solid phase. The liquid phase 
grows with time until a maximum temperature is reached. After this point the heating laser is 
turned off and the sample cools rapidly until the free surface temperature reaches the melting 
temperature again. Concurrently, the liquid region is resolidifying against the underlying solid. 

3. The free surface liquid temperature meets the melting temperature and starts to solidify. 
Solidification now advances from both the surface and the bulk into the liquid. The conditioning 
laser is used to prevent undercooling of the sample. As the liquid solidifies, the latent heat is 
released, which, combined with the conditioning laser, helps to keep the temperature at the 
surface approximately constant. This produces the observed plateau in temperature until all of 
the liquid is resolidified. 

4. The liquid phase is now completely solidified and there is only the solid phase remaining 
The temperature slowly becomes uniform over the sample. There is a kink in the temperature 
profile when the conditioning laser is turned off. 
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4. Conclusions and future work 

The current results demonstrate that the suggested mathematical concept and implementation is 
sound. Material properties may be adjusted within the experimental uncertainty to better fit the 
data. This work has direct application to describing the centerline melting phenomenon in 
operating defective fuel elements with the presence of hyperstoichiometric (i.e., oxidized) fuel. 
In particular, the theory outlined here will be expanded to incorporate the effects of a solution of 
UO2 and oxygen for hyperstoichiometric UO2±.. These effects include non-congruent phase 
change and the Soret and Dufour effect. Future work will incorporate these effects in order to 
simulate non-congruent melting. The placement and thermal effects of the A-transition is being 
researched in parallel with this model development. 
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A Phase field derivation 

A.1 Derivation of the general equation 

To determine the total entropy in a volume V, a general entropy functional is proposed in the 
form [13], [14] 

6'2 
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L s(u4°)— 2 VC° 
dV (A.1) 

where s(u, q,) is the local entropy density given as a function of the internal energy u and the 
phase field variable co. The constant 6'9 characterizes the energy effect of a gradient in cp. Using 
dot notation to indicate time derivatives, the rate of change of the entropy functional may be 
derived. 
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where A is the boundary of V. 
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As the entropy produced in a system is always positive for a real system and since equation (A.4) 
is valid for an arbitrary volume: 

= v,  as ju + as  + e 2V 2flil10 > 0 
' '  ' produced au a p v Y-1] 

This inequality may be ensured by assuming: 

s-  a 
= Mu • V 

au 

(A.5) 

(A.6) 

as 0  = m v ao  V Y. 

+ e 2v2„.n) 
(A.7) 

where Mu and M9, are always positive [15]. It is important to note that equation (A.6) is 
phenomenological and will be shown to reduce to the well-known Fourier heat flux. The 
constants Mu and Mc, are kinetic parameters and couple the driving forces to the resulting fluxes. 

The solution of the phase field model requires solving equation (A.3) and (A.7) subject to the 
flux expression in (A.6). These two equations are coupled by the expression of the entropy 
density function s(u, p) . 

A.2 The state functions 

The general energy and entropy density equations for a pure material may be written as: 

u(T,q) = [1 - p(Ou s (T) + p(p)u,,(T)+ Ku (p) 

s(T, p) = [1- p(p)],ss (T)+ p(p)s,,(T)+K, (p) 

(A.8) 

(A.9) 

where p(p) is an interpolation function of the phase parameter such that p(p= 0) = 0 and 

p(p = 1) =1. The functions Ku (p) and K, (p) describe the effects of a mixture of two phases in 

the form of surface energy and entropy of mixing for a solution of solid and liquid phases. 
Assuming that the number of separate phase regions (such as solid nuclei in a liquid phase) is not 
large, K, (p) -• 0 . The form of these equations is arbitrary, insofar as it does not change the sharp 

interface limit and will be discussed further below. 

A.3 Thermodynamic driving forces 

The internal energy flux given in equation (A.6) may now be expanded by noting the definition 
of thermodynamic temperature [16], leading to the recovery of the Fourier conductive heat flux: 

as 1 
=  

au T 
(A.10) 

= ivi .v, 1 = Mu v ,› 7, 

u T T 2 (A.11) 

=—k•V> T 

where the thermal conductivity has been introduced as k = M u /T2 . The rate of change of 

internal energy is assumed to be approximately equal to the enthalpy due to the small thermal 
expansion of condensed phases. Using ' to denote differentiation with respect to co: 
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where Mu and Mφ are always positive [15]. It is important to note that equation (A.6) is 

phenomenological and will be shown to reduce to the well-known Fourier heat flux. The 

constants Mu and Mφ are kinetic parameters and couple the driving forces to the resulting fluxes. 

The solution of the phase field model requires solving equation (A.3) and (A.7) subject to the 

flux expression in (A.6). These two equations are coupled by the expression of the entropy 

density function ( )ϕ,us . 

A.2 The state functions 

The general energy and entropy density equations for a pure material may be written as:  

 )()()()()]([1=),( ϕϕϕϕ uLS KTupTupTu ++−
 

(A.8) 

 )()()()()]([1=),( ϕϕϕϕ sLS KTspTspTs ++−
 

(A.9) 

where )(ϕp  is an interpolation function of the phase parameter such that 0=0)=(ϕp  and 

1=1)=(ϕp . The functions )(ϕuK  and )(ϕsK  describe the effects of a mixture of two phases in 

the form of surface energy and entropy of mixing for a solution of solid and liquid phases. 

Assuming that the number of separate phase regions (such as solid nuclei in a liquid phase) is not 

large, 0)( ≅ϕsK . The form of these equations is arbitrary, insofar as it does not change the sharp 

interface limit and will be discussed further below. 

A.3 Thermodynamic driving forces 

The internal energy flux given in equation (A.6) may now be expanded by noting the definition 

of thermodynamic temperature [16], leading to the recovery of the Fourier conductive heat flux: 

 
Tu
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where the thermal conductivity has been introduced as 2
TMk u= . The rate of change of 

internal energy is assumed to be approximately equal to the enthalpy due to the small thermal 

expansion of condensed phases. Using '  to denote differentiation with respect to φ: 
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1:(7 ',p) - • UV ,p) 
(A.12) 

= pCpT + [P*AHFusion + K (col (0
The application of the phase field model therefore involves the solution of the following coupled 
differential equations: 

u = —V •j u

pCpT = —[Plco)AH Fusion +Ku ,p,, ( )1 •p+V • kVT 

p) 
u( ,

In expanding equation (A.7), the 
asa 

term requires the notion of the total derivative [17] in 

order to make use of equation (A.8) and (A.9). 

as(u,p) = Ds(u,p) as a u(T ,p) 

ap Dp au ap 

as(T ,p) 1 a u(T ,p) = 
Jq T ap 

(A.14) 

= AL — s s )— —T1 [p' • (uL — us )+ K'u ] 

= --7,1 [13' - (fi, — fs)— ICu] 
Where f=u-Ts is the Helmholtz energy. Assuming the approximate equality between internal 
energy and enthalpy again, AG ( 1 fusion 7 - -=.. fz,(T) — fs (T) and equation (A.7) becomes: 

0. _„,14, [plo,•AGF., (T)— K'f (4— 4V' 2 pj 

(A.13) 

(A.15) 

A.4 Nucleation 

The onset of a solid phase within a liquid requires a critical number of molecules to surmount a 
potential barrier and assemble in a specific configuration as a result of random 
thermofluctuations [18]. Nucleation may be properly simulated in compliance with statistical 
mechanics by Langevin-noise terms [19]; however, due to the relatively large scale of this 
application, elementary nucleation theory is instead inserted ad hoc into (A.15). 

The Gibbs energy AG„ associated with the formation of a spherical embryo of n atoms, in the 
solid configuration, is comprised of the bulk and boundary energies: 

AGn = vAg + A a (A.16) 

where A is the area bounding a volume v, o- is the surface energy and Ag is the Gibbs energy 
change per unit volume [20]. The volumetric term is negative below the melting point and 
increases in magnitude monotonically whereas the surface energy is always positive. For a small 
embryo, the surface energy increase will outweigh the volumetric decrease, preventing the 
embryo's growth. As depicted in Figure 2, there is a maximum in AG„ at which point the 
addition of molecules will reduce the total energy of the cluster and the embryo will begin to 
grow. 
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The application of the phase field model therefore involves the solution of the following coupled 

differential equations: 
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In expanding equation (A.7), the 
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order to make use of equation (A.8) and (A.9).  
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Where f=u-Ts is the Helmholtz energy. Assuming the approximate equality between internal 

energy and enthalpy again, )()()( TfTfTG SLfusion −≅∆  and equation (A.7) becomes: 
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A.4 Nucleation 

The onset of a solid phase within a liquid requires a critical number of molecules to surmount a 

potential barrier and assemble in a specific configuration as a result of random 

thermofluctuations [18]. Nucleation may be properly simulated in compliance with statistical 

mechanics by Langevin-noise terms [19]; however, due to the relatively large scale of this 

application, elementary nucleation theory is instead inserted ad hoc into (A.15).  

The Gibbs energy ∆Gn associated with the formation of a spherical embryo of n atoms, in the 

solid configuration, is comprised of the bulk and boundary energies: 

 σAgvGn +∆=∆
 

(A.16) 

where A is the area bounding a volume v, σ is the surface energy and ∆g is the Gibbs energy 

change per unit volume [20]. The volumetric term is negative below the melting point and 

increases in magnitude monotonically whereas the surface energy is always positive. For a small 

embryo, the surface energy increase will outweigh the volumetric decrease, preventing the 

embryo’s growth. As depicted in Figure 2, there is a maximum in ∆Gn at which point the 

addition of molecules will reduce the total energy of the cluster and the embryo will begin to 

grow.  
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Aa 
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AG„

0 

n no 

Figure 2: Embryo Gibbs energy as a function of n, showing the critical value 

The maximum, AG° for a spherical cluster is given as [21]: 

AG: = 1611- 
63

 (0) 3 Ag _ (A.17) 

where f(0) is the heterogeneous nucleation factor, a function of the wetting angle 0. This factor 
accounts for the reduction in nucleation activation energy by impurities, defects or foreign solids 
and greatly reduces the degree of undercooling during solidification. 

Assuming an equilibrium concentration of nuclei and basic growth kinetics, an Arrhenius type 
expression for the nucleation rate may be derived: 

AG°
I = I° exp   (A.18) 

k
B

T 

where /0 is related to attachment kinetics and kB is Boltzmann's constant. 

The onset of liquid growth is assumed to behave in much the same way, except that the 
`attachment' kinetics are much faster due to the restriction in solid molecules having to be 
attached to specific lattice sites. 

Initial solid and liquid growth is incorporated into the phase field model by the addition of a 
source term into (A.15) which yields the expression for the time derivative of the phase change 
in equation (2.2): 

Sp = 0(— On +i, [P10). AGFusion(T) — 1(u(0)]— E.;V 20j 

On = exp
[ AG: /; (1— p) if < 0 

—  
kBT t —ILA if AG f ,s, >0 

(A.19) 

(A.20) 

A.5 Determining phase field constants 

The choice of the interpolation function p(co) and the excess interfacial energy Ku(q) are now 
investigated. Recall that p(co) necessarily has properties that p(q = 0) = 0 and p(p =1)=1. The 
function Ku has the form of a double well potential having minima at co = 0,1 and a maximum at 
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where f(θ) is the heterogeneous nucleation factor, a function of the wetting angle θ. This factor 

accounts for the reduction in nucleation activation energy by impurities, defects or foreign solids 

and greatly reduces the degree of undercooling during solidification.  

Assuming an equilibrium concentration of nuclei and basic growth kinetics, an Arrhenius type 

expression for the nucleation rate may be derived: 

 















 ∆
−=

T
B

k

o
n

G
II

o exp
 

(A.18) 

where Io is related to attachment kinetics and kB is Boltzmann’s constant.  

The onset of liquid growth is assumed to behave in much the same way, except that the 

‘attachment’ kinetics are much faster due to the restriction in solid molecules having to be 

attached to specific lattice sites.  

Initial solid and liquid growth is incorporated into the phase field model by the addition of a 

source term into (A.15) which yields the expression for the time derivative of the phase change 

in equation (2.2): 
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(A.20) 

A.5 Determining phase field constants 

The choice of the interpolation function p(φ) and the excess interfacial energy Ku(φ) are now 

investigated. Recall that p(φ) necessarily has properties that 0=0)=(ϕp  and 1=1)=(ϕp . The 

function Ku has the form of a double well potential having minima at φ = 0,1 and a maximum at 
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co=0.5. The height of this potential barrier is proportional to a constant W which will be shown to 
relate to the surface energy later. 

The Gibbs energy density may be derived from (A.8) and (A.9): 

G(T , p) = G s (7) + AO • G (7) + K u (p) (A.21) 

We know that at the melting temperature GS=GL. Furthermore, in order to make the solid and 
liquid phase stable, G(T,9) must have local equilibriums at co = 0,1 for all temperatures. Applied 
to equation (A.21) these constraints impart the following assertions on Ku and P(9) [22]: 

Ku (0) = Ku (1) = 0 

[Ku (P) — c0) G40,0,1 — 

[K:(c0) — Plco) G fu, L=0,1 > 

(A.22) 

Within the confines of these constraints, the actual form of these equations is arbitrary in that the 
choice does not affect the sharp interface limit For this implementation, a common choice [8] is 
employed and plotted in Figure 3 and Figure 4. 

P(Sp) = p3[6p2 —15p+10] 

K u (p) = Wp2 [1 — p]2
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(A.24) 
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Figure 3: The interpolation function p(T) Figure 4: Double well potential function, Ku

It is now possible to use the sharp interface model to determine the constants W, 6'9 and M 9 and 
infer their meaning and physical relevance in doing so. To proceed, consider the case of an 
equilibrium solution in one dimension (planar interface) at the melting temperature Tm. The heat 
balance equation is satisfied and equation (A.19) becomes: 

0 = 0 1 T [PIC0)* AG Fusion ( T.) — lef (cd — E.;V 2 P) 
. 

6 .192V' 2 c0 _ 27,14/ 
[ 

/co 

cot 1X2co —1)] 
m 

for which a solution exists: 

where 

co(x) = + tan 
2 (28) 

(A.25) 

(A.26) 
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φ=0.5. The height of this potential barrier is proportional to a constant W which will be shown to 

relate to the surface energy later.  

The Gibbs energy density may be derived from (A.8) and (A.9): 
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Within the confines of these constraints, the actual form of these equations is arbitrary in that the 

choice does not affect the sharp interface limit. For this implementation, a common choice [8] is 

employed and plotted in Figure 3 and Figure 4.  
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for which a solution exists: 
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where 
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T
=9 

2W 
(A.27) 

1 
The constant 6 can be interpreted as a measure of interface thickness as is shown graphically in 
Figure 5. This is a useful parameter to control since the mesh size for the computational domain 
must be of comparable size in order to adequately resolve the interface. 
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Figure 5: Steady state solution for cr Figure 6: Excess energy 
Assuming that the internal energy functional does not have any gradient components and using 
(A.1), the Gibbs energy functional may be written as: 
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The excess energy term associated with the boundary, the surface energy, is given by the 
gradient term above. A plot of this energy over the steady state solution in (A.26) is shown in 
Figure 6. This can also be integrated to obtain an expression for the surface energy: 

e (0 WT 
6 = I m (A.29) 

6  2 
Equations (A.27) and (A.29) can be rearranged to determine expressions for W and 6'9 (i.e., as 
presented in equations (2.6) and (2.7) in Section 2): 

W = 6 —
0' 

(A.30) 
8 

6(0
2 

=12  
cro 

(A.31) 
T. 

The mobility of the phase field, M 9 is related to the interface kinetics. The relationship between 
the accuracy of the solution and the interface width 6 has been studied and an expression for M c, 

that is accurate to second order in 6 was derived. This expression is valid for equal liquid and 
solid conductivities and for small interface width. 

1  = 681Ifi,,  [1  + Ar8Hfits

T. p k 9 

(A.32) 
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The constant δ can be interpreted as a measure of interface thickness as is shown graphically in 

Figure 5. This is a useful parameter to control since the mesh size for the computational domain 
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The excess energy term associated with the boundary, the surface energy, is given by the 

gradient term above. A plot of this energy over the steady state solution in (A.26) is shown in 

Figure 6. This can also be integrated to obtain an expression for the surface energy: 
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Equations (A.27) and (A.29) can be rearranged to determine expressions for W and εφ (i.e., as 

presented in equations (2.6) and (2.7) in Section 2): 

 
δ

σ
6=W

 
(A.30) 

 
mT

σδ
εϕ 12

2
=

 
(A.31) 

The mobility of the phase field, Mφ is related to the interface kinetics. The relationship between 

the accuracy of the solution and the interface width δ has been studied and an expression for Mφ 

that is accurate to second order in δ was derived. This expression is valid for equal liquid and 

solid conductivities and for small interface width.  
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where p is related to the surface attachment kinetics, Az5/6, (Y = 6ITm and k is the thermal 
conductivity. Kinetic effects can be ignored by setting p = 00, which makes (A.32) reduce to 
equation (2.8) as presented in Section 2: [8] 

k 
M = 5
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where µ is related to the surface attachment kinetics, A≈5/6, δ ′ = δ/Tm and k is the thermal 

conductivity. Kinetic effects can be ignored by setting µ = ∞, which makes (A.32) reduce to 

equation (2.8) as presented in Section 2: [8] 
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