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Abstract

The objective of this paper is to give an overview of a multiscale modeling approach to three-
dimensional two-phase transient computer simulations of the injection of a jet of gaseous
fission products into a partially blocked SFR coolant channel following localized cladding
overheat and breach. The phenomena governing accident progression have been resolved at
two different spatial and temporal scales by the inter-communicating computational
multiphase fluid dynamics codes: PHASTA (at DNS level) and NPHASE-CMFD (at RANS
level). The issues discussed in the paper include an overview of the proposed three
dimensional (3D) two-phase flow models of the inter-related phenomena which occur as a
result of cladding failure and the subsequent injection of a jet of gaseous fission products into
partially blocked SFR coolant channels and gas/molten sodium transport along the channels.
An analysis is presented on the consistency and accuracy of the models used in the
simulations, and the results are shown of the predictions of gas discharge and gas/liquid-metal
two-phase flow in a multichannel fuel assembly. Also, a discussion is given of the major
novel aspects of the overall work.

1 Introduction

The technological and safety standards set for future Generation IV (Gen-IV) Reactors can
only be achieved if advanced simulation capabilities become available, which combine high
performance computing with the necessary level of modeling detail and high accuracy of
predictions.  Given the limitations of current generation of supercomputers, a practical
approach which would be capable of satisfying the combined goals of accuracy and
computational efficiency is based on the use of computational models of different scales. The
most important and challenging aspect of such an approach is associated with the
development of interfaces which will allow for a direct interactive coupling between the
individual models and the corresponding numerical solvers (or computer codes).

The purpose of this paper is to present a multiscale modeling approach to computer
simulations of the progression of an accident in the proposed Gen. IV Sodium fast Reactor
(SFR). In the assumed scenario, the accident is caused by a partial blockage of a coolant
channels at the inlet to the hot fuel assembly. As a consequence, the hottest fuel element
becomes overheated and experiences a localized cladding failure. This, in turn, causes a
release of hot fission products into the surrounding coolant channels and gas/molten-sodium
flow toward the exit of the core. Schematic of the consequences of local cladding failure is
shown in Figure 1. The analysis has been performed at two different spatial and temporal
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scales using the inter-communicating computer codes: PHASTA (at DNS level) and
NPHASE-CMFD (at RANS level).

Modeling of the fission gas escape using a direct numerical simulation (DNS) approach is
highly desirable because the models characteristic of the Reynolds averaged Navier-Stokes
(RANS) method may not be applicable to the complex phenomena involved. However,
downstream of the cladding failure zone, the flow characteristics are much better suited to a
RANS approach.

Since the initial results of the work on this multiyear project were reported before (Bolotnov
et al., 2010b), the focus of this paper is on the recent modeling advancements, such as the
modeling of time-dependent fission gas discharge from the failed fuel rod, pressure feedback
in the two-code coupling, and the effect of liquid sodium turbulence.
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Figure 1. Schematic of fission gas escape following cladding failure in SFR.
2 Description of Computer Codes

A brief description of the major features of the PHASTA and NPHASE-CMFD codes is
presented in this section. Also, several references are given to the previous studies which
document the results of extensive testing and validation of the individual models and
computational methodologies used in both codes.

2.1 The PHASTA code

PHASTA (Whiting and Jansen, 2001; Jansen et al., 2000) is a parallel, hierarchic (between
2nd- and 5th orders of accuracy, depending on function choice), adaptive, stabilized (finite
element) transient analysis DNS flow solver (both incompressible and compressible).
PHASTA was the first unstructured grid LES code, and it has been applied to turbulent flows
ranging from validation benchmarks (channel flow, decay of isotropic turbulence) to complex
flows (airfoils at maximum lift, flow over a cavity, near lip jet engine flows and fin-tube heat
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exchangers). The PHASTA code uses advanced anisotropic adaptive algorithms (Sahni et al.,
2006) and the most advanced LES/DES models (Tejada-Martinez and Jansen, 2005). The
two-phase version of PHASTA utilizes the Level Set method to define the interface between
the gas and liquid phases (Sethian, 1999). The combined DNS/Level-Set model has been
extensively tested and validated for various two-phase flow problems and conditions,
including a study on bubble dynamics (Nagrath et al., 2005) and the effect of turbulence on
bubble shape and distribution (Bolotnov et al., 2011).

2.2 NPHASE-CMFD

NPHASE-CMFD (Antal et al., 2000) is an advanced Computational Multiphase Fluid
Dynamics computer code for the simulation and prediction of combined mass, momentum and
energy transfer processes in a variety of single-phase (Gallaway et al., 2008) and
multiphase/multiscale systems, including gas/liquid (Wierzbicki et al., 2007; Tselishcheva et
al., 2010), solid/liquid (Tiwari et al., 2006; 2009) and gas/solid/liquid (Antal et al., 2000)
flows. It uses two-phase k-¢ models of turbulence (the user can chose between the high
Reynolds number and low Reynolds number options of the model). The mixture and field
continuity equations can be solved in a coupled or segregated (uncoupled) manner, using
stationary coefficient linearization. The code is fully unstructured and can utilize second-order
accurate convection and diffusion discretization. The technology used by the NPHASE-
CMFD code is an ensemble averaged multifield model of two-phase or multiphase flows.

3 Model Description

3.1 Problem Formulation

As mentioned before, the purpose of the present work was to develop and implement a
multiscale three dimensional (3D) modeling approach to the inter-related phenomena which
occur as a result of fuel element heatup and cladding failure, including the injection of a jet of
gaseous fission products into a partially blocked SFR coolant channel, and gas/molten sodium
transport along the coolant channels.

The overall model included the following phenomena:

e pressurized fission gas escape from the fuel rod into the liquid sodium coolant,

e two-phase side jet injection into the coolant channels,

e transient two-phase flow propagation downstream of the location of cladding failure .

Direct numerical simulations of two-phase turbulent flow have been performed by the
PHASTA code with a built-in Level Set algorithm. The model allows one to track the
evolution of gas/liquid interfaces at a millimeter scale. The simulated phenomena include the
formation and breakup of the jet of fission products injected into the turbulent liquid sodium
coolant. The transient gas injection rate has been computed by PHASTA based on local
pressure fluctuations at the cladding failure, the initial pressure inside the fuel rod and the
assumed flow resistance between the fuel and the stainless steel cladding.

To convert the PHASTA results into a format compatible with the RANS code, NPHASE-
CMFD, the fluctuating turbulent two-phase virtual data has been averaged at different
locations over time to obtain mean phasic velocities and volumetric concentrations, as well as
the liquid turbulent kinetic energy and turbulence dissipation rate. A sliding window time-
average has been used to capture mean flow parameters for transient cases.
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Using the input provided by PHASTA, fuel-assembly scale (compatible with core height)
simulations of turbulent liquid-sodium/fission-gas mixture flow in reactor coolant channels
have been performed by the NPHASE-CMFD code. The coupled use of these two codes made
it possible to perform full scale simulations of hypothetical accidents in future Gen-IV
reactors, while maintaining the required level of detail at different modeling scales.

To assure the numerical consistency and physical accuracy of the results of predictions,
thorough test studies were performed for both PHASTA and NPHASE-CMFD (Bolotnov et
al, 2009, 2010a, 2010b) on issues such as the effect of computational grids, code convergence
and others.

3.2 Computational Domains

Figure 2 shows the physical domains used by both PHASTA and NPHASE-CMFD. The large
scale simulation performed using the NPHASE-CMFD code is capable of resolving the entire
fuel rod assembly (only a small fraction of this domain is shown in Figure 2). This is done
using a RANS approach and by tracking the gas volume fraction and averaged turbulent flow
parameters. To accurately predict fission gas escape through the damaged fuel rod cladding, a
DNS approach has been applied within 10 mm of the cladding failure location using the
PHASTA code. The unstructured mesh capabilities of both PHASTA and NPHASE-CMFD
allow for efficient modeling of the jet propagation in the complex flow domain between the
fuel rods.

NPHASE
Domain
NPHASE/PHASTA
Pressure Coupling

Gas inlet

PLASTA ~ PHASTA/NPHASE
Domain Velocity Coupling

Turbulent
Coolant
Inflow

Figure 2. Overview of computational domains.
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3.2.1. NPHASE-CMFD computational domain

The computational domain of NPHASE, a cross-section of which is shown in Figure 3,
actually encompasses and extends along the coolant channels around 30 fuel rods. The mesh
used in the NPHASE simulation is axially non-uniform and consists of approximately 1.1
million elements. Since the NPHASE mesh is much coarser than the PHASTA mesh, data is
interpolated from the PHASTA mesh onto the NPHASE mesh to generate the inlet conditions
for the NPHASE simulation. The total physical length of the NPHASE domain is 0.5m. This,
in turn, illustrates the advantages of coupling the DNS results of PHASTA, limited for
practical reasons to a relatively small computational domain, with the NPHASE-based large-
scale model which uses accurate PHASTA predictions as input (Bolotnov et al., 2009).

3.2.2. PHASTA computational domain

The PHASTA domain is about 50 mm tall and includes the region around the cladding failure
zone as well as a section of the coolant channel which starts below the breach and extends to a
short distance above the breach. This is shown in Figure 4. To set up the gas inflow boundary
conditions in PHASTA, the gas flow rate is computed analytically as a function of the
pressure difference between the top of the cladding and the cladding failure zone using the
porous media model for the gas flow through the gap between the fuel rod and the cladding.
Other boundary conditions are: a no-slip condition applied on all solid surfaces, and a pressure
boundary condition that corrects for the effects of surface tension at the outflow of the
domain. This outflow pressure is supplied by the NPHASE flow solver.

Figure 3. NPHASE-CMFD domain: Cross section of the NPHASE domain showing overlap
with the PHASTA domain (blue) and the added coolant channels (red), the arrow indicates the
location of gas jet injection.



The 14™ International Topical Meeting on Nuclear Reactor Thermalhydraulics, NURETH-14
Toronto, Ontario, Canada, September 25-30, 2011

Figure 4. Computational mesh used in the PHASTA simulations for laminar coolant flows.

3.3 Description of mathematical models

3.3.1 PHASTA models

Whiting and Jansen (2001) provided a detailed description of the finite element formulation
used in the PHASTA code. The strong form of the INS equations is given by
Mass conservation

u, . =0 (1)
Momentum conservation

pu, +pu, ; =—p;+;  +f; (2)
where p is density, u; is the i-th component of velocity, p; is pressure, i is the stress tensor,

and f; represents body forces along the i-th coordinate.

For the incompressible flow of a Newtonian fluid, the stress tensor is related to the strain rate
tensor, Sj;, as

fl.j :Z,uSl.j =y(ui’j+uj’l.) 3)
The level set method (Sethian, 1999) involves modeling the interface as the zero level set of a
smooth function, ¢, where ¢ represents the signed distance from the interface. Using the

Continuum Surface Tension (CST) model of Brackbill et al. (1992), the surface tension force
is computed as a local interfacial force density, which is included in/;. The described

approach has been recently used by Bolotnov et al. (2011) to perform detached DNS of
turbulent bubbly channel flow and statistically analyze it.
3.3.2 NPHASE modelling concept

The multiphase model in the NPHASE-CMFD code is based on the multifield modeling
concept. The ensemble-averaged mass and momentum equations, respectively, are given by
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In Egs.(4)—(5), (k) are the field indices, the subscript ‘i’ refers to the interfacial parameters,
M’,'g, is the interfacial force per unit volume exerted by field-j on field-£, and the remaining

notation is conventional.

3.4 Boundary conditions and interfaces between the codes

To achieve coupling between the two codes used in the analysis, a consistent data transfer
must be provided between the individual codes. A file-based data transfer method has been
used to transfer the multiphase inflow boundary conditions needed by the “downstream”
software using additional processing, such as space and time interpolation as well as
averaging techniques when converting the DNS results into RANS inflow boundary
conditions. In order to fully couple the codes, a pressure feedback has been developed as a
data transfer method from NPHASE-CMFD to PHASTA. Thus, PHASTA time-transient
solution directly depends upon the large scale dynamics modeled by NPHASE-CMFD.

3.4.1 PHASTA to NPHASE-CMFD data transfer

As mentioned before, the DNS results produced by the PHASTA code require averaging
before they can be used by NPHASE-CMFD as inflow boundary conditions. The following
technique has been developed to provide the boundary conditions for the NPHASE domain:

e A list of coordinates at the NPHASE domain inflow is generated.

e At every time step of PHASTA execution instantaneous velocity components (u;, ua, us)
and distance to interface field are interpolated from PHASTA solution at the NPHASE
coordinates.

e A post-processing code performs the analysis of the data and computes the mean velocity
distribution (U,*, U5, Us"), volume fraction, turbulent kinetic energy and turbulence
dissipation rate, for each flow field, & (e.g., k =1 for liquid and k = 2 for gas).

For transient flow we perform sliding window averaging. The analysis results in the following
time-dependent functions of the described quantities:

) 1 N . 1 N 3 . 2
U (1) = D Xy (141 ky (1) = DX D s um ) (6)
N, 55 ( '/) 4N, 53 f=12( ’ )
1 M3 3 ault+t) 1
) =v > Xka—’ ak(t):N—ZXk(tHj) (7)
KV j=1i=1 k=1 Xk w =1

where X; is the phase indicator function for field &, u;,(t +¢;) =u,, (1+1,)-U'(2) is the fluctuation

of velocity component i computed during the ensemble run m at the time instant ¢ + #; N 1s
the number of velocity samples in each window, ¢ is the current time, ¢, =(j-N,/2)Ar is the

local window time, A¢ is the time step.
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The sliding window averaging technique is dependent on the difference in time step size
between the NPHASE simulation and the PHASTA simulation. The NPHASE code uses a
time step size of 0.5 ms, which is significantly larger than the time step used in the PHASTA
simulation. This in turn allows for averaging of a large set of data to generate the NPHASE
inflow boundary conditions using a window of 5 ms. If necessary, the width of the sliding
window can be adjusted to account for the number of PHASTA time steps available as well as
to capture the overall transient nature of the PHASTA simulation.

3.4.2 Pressure feedback from NPHASE-CMFD to PHASTA

The NPHASE-CMFD code provides pressure information at the interface plane between the
NPHASE and PHASTA domains. This plane is located 50 mm downstream from the center
of the fuel rod failure. NPHASE averages the pressure over the area encompassed by the
PHASTA simulation and records this value. The information is exchanged at predetermined
time intervals. PHASTA uses the average pressure computed by NPHASE as the outflow BC.
This transfer of information from a large scale simulation back to a detailed DNS model
allows one to account for the changing pressure conditions in the domain (e.g. due to
changing average density of two-phase mixture) and the influence of these conditions on local
fission gas discharge in the cladding failure zone.

4  Results of Multiscale Simulations

The models discussed in Section 3 have been used to simulate the consequences of a loss-of-
flow accident in a Gen. IV Sodium fast reactor (SFR). The phenomena modeled included the
injection of pressurized fission gas into the coolant channels surrounding the failed fuel
element and the transport of gas/liquid-sodium mixture toward the top of the core. Typical
results of the multiscale simulations are presented next.

4.1 Laminar inflow case

The PHASTA code has been used to perform the two-phase DNS of gas jet injection. A series
of numerical tests have been performed to develop and test the ability of PHASTA to handle
variable gas inflow profiles through growing cladding failure shapes. The results shown in
Figure 5 correspond to the cladding breach area of 3 mm?, the initial gas pressure of 0.6 MPa
and the reactor coolant pressure of 0.3 MPa. The corresponding initial fission gas volumetric
flow rate was 10.1x10° m?/s and the average inlet velocity of liquid sodium coolant was 0.08
m/s. The latter value corresponds to laminar flow conditions (consistent with the channel-
blockage accident scenario).

4.1.1 PHASTA calculations

The finite element mesh used in PHASTA simulation for the laminar liquid coolant flow case
is shown in Figure 4. T o let PHASTA properly represent the interface, the mesh has been
refined around the cladding failure zone and in the regions where the interface propagates.

The computational mesh has been designed to provide adequate resolution for interface
tracking in the region of interest and has around 1.5 million nodes and 8.4 million elements.
The results of the gas injection simulation are presented for three different time instants. The
present two-phase PHASTA simulation was performed on 2,048 IBM BlueGene/L processors
for about 500 wall clock hours, which corresponds to approximately more than 1 million
CPU-hours.
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The PHASTA simulation results have been averaged using a plane of virtual probes located
normal to the coolant flow direction at the distance of 7 mm from the center of the fission gas
inflow. The location of the data gathering plane is shown by a white gap between the
computational domains in Figure 6. The averaged data was then supplied to the NPHASE-
CMFD RANS-based simulation as the inflow boundary condition.
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&

Figure 5. Laminar case PHASTA simulation results at physical times of 0.08, 0.23 and 0.33
second. Each set has two top-views of pressure and velocity fields (left), one side view of the
velocity field (middle) and a 3D shape of the interface colored by velocity (right). The
interface is shown as a black line.

4.1.2 NPHASE-CMFD Calculations

The NPHASE-CMFD model has been used to determine how the gas released into the coolant
spreads as it travels along the coolant channel. The results of simulations are shown in
Figure 9. Figures 9(a) and 9(b) present the predicted axial velocities of liquid sodium and
fission gas, respectively, and Figure 7(c) illustrates how the volume fraction of gas changes
along the reactor channel. The turbulent dispersion force causes the gas to spread over a
significant portion of the channel cross section. The complex inlet flow pattern is a direct
result of large scale eddies produced by the jet hitting the neighboring fuel rods. These are
long standing fluid structures which are not eliminated by the time-averaging done on the
PHASTA data. Downstream from the jet, these structures decay into a much less chaotic
flow. As can be seen in Figure 7(b), the gas velocity increases along the channel due to
gravity. This causes a drop in volume fraction which is observed in the initial section of the
channel.
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Figure 6. PHASTA/NPHASE-CMFD data transfer: PHASTA domain (bottom part) computes
gas (red) and liquid (blue) phase distributions which are averaged to provide the time-varying
inflow to NPHASE domain (the average void fraction distribution is also shown).
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Figure 7. (a) The results of NPHASE-CMFD calculations: (a) axial velocity of the liquid
phase; (b) axial velocity component of the gas phase; (c) void fraction. The cross-sections
extend between the inlet at the bottom and the outlet at the top, with equally-spaced intervals
in between.

10



The 14" International Topical Meeting on Nuclear Reactor Thermalhydraulics, NURETH-14
Toronto, Ontario, Canada, September 25-30, 2011

4.2. Turbulent liquid coolant case

To test the effect of flow conditions at the inlet to the partially blocked channels, the liquid
coolant velocity was increased to approximately 0.24 m/s to make the flow turbulent. The size
of cladding breach was the same as before.

4.2.1 PHASTA Calculations

The mesh used for gas injection into the turbulent liquid coolant should be suitable for both
DNS and two-phase flow modeling. To monitor the turbulent fluctuations at the data
gathering plane for NPHASE-CFMD, a proper boundary layer mesh was used downstream of
that plane, from the inlet face up to the location 7.5mm above the middle of the cladding
failure location. The boundary layer mesh has 15 elements and the total element size is
around 17.5 million. The cross section of the mesh is shown in Figure 8.

C/Irack ___— Location of the data gathering plane for NPHASE

Boundary layer mesh”
(designed for turbulent modeling)

Figure 8. The side view of the mesh used for turbulent liquid simulation. The liquid inlet is on
the left and the PHASTA outlet is on the right.

To generate a physically meaningful turbulent flow, a single-phase case with periodic
boundary conditions was run first until a fully converged and developed turbulent flow was
observed. For the mean velocity of 0.236 m/s, the maximum velocity was around 0.33 m/s.
Three velocity components were recorded at the inlet plane for a full cycle and then post-
processed to become usable for PHASTA as inlet boundary conditions. Then, the recorded
unsteady turbulent fluctuations were read and introduced into the domain as the inflow. The
case was initially run without gas injection, to let the turbulent flow fill the domain and reach
the NPHASE-CMFD data-gathering plane. The turbulent flow velocity field right before the
start of the injection is shown in Figure 9. The generation of the turbulent inflow field was
necessary since the resolved turbulent structures influence the fission gas jet propagation and
bubble formation dynamics. Once this complex physical process is fully resolved, the average
quantities can be used in the RANS model downstream of the failure.

After initiating turbulent liquid flow conditions inside the domain, the gas injection was
started. The gas volume flow rate was the same as in the laminar coolant flow case. Figure 12
shows the PHASTA results at three different physical times. The higher liquid coolant
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velocity pushes the gas plume upward faster. It also can be observed that the instability at the
interfaces starts sooner when the liquid velocity is higher.

4.2.2 NPHASE-CMFD Calculations

Similarly to the laminar case, the PHASTA data has been collected and transferred to the
NPHASE-CMFD code in the turbulent coolant flow regime. As expected, the fast coolant
flow influenced the NPHASE results. This is shown in Figure 11. The higher coolant flow
rate results in larger local coolant velocities (see Figure 12) and quicker predicted fission gas
propagation downstream of the failure zone.
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Figure 9. Developed turbulent liquid coolant as the inlet boundary condition (left). The cross
section of the domain at the location indicated with the brown arrow on the left figure (right).
The bottom part of the right figure is the time varying turbulent inlet BC and the top region
has not been filled with the turbulent flow.

5 CONCLUSIONS

A new approach has been presented to multiscale multiphase simulations of reactor transients
and accidents. The direct numerical simulation (DNS) and Reynolds Averaged Navier-
Stokes (RANS) methods have been applied to different parts of the problem, using the
PHASTA and NPHASE-CMFD codes, respectively. An appropriate coupling at the interface
between these two solvers has been developed to allow for an interactive interaction between
the different-scale solution methods.

It has been demonstrated that the proposed methodology can be used to analyze the
consequences of hypothetical local channel blockage accidents in the Gen-IV sodium fast
reactor.
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Figure 10. Physical times of 0.08, 0.13 and 0.18 second (up to time step 41000) Each set has
two top-views of pressure and velocity fields (Left), one side view of the velocity field
(Middle) and a 3D shape of the interface colored by velocity (Right).
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Figure 11. Gas phase volume fraction calculated by NPHASE-CMFD for turbulent liquid flow
conditions. The arrow indicates the orientation of the gas discharge into the coolant channel.
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Figure 12. Stream-wise liquid velocity distribution predicted by NPHASE-CMFD.
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