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Abstract

The effect of stratification on the flow in boundgdometries is studied through computational
fluid dynamics (CFD) and two different modeling thie turbulent heat flux, namely constant
turbulent Prandtl number and Algebraic Heat Fluxdelo(AHFM). The main feature of the
work is the evaluation of the effect of buoyancy tbe thermal quantities, velocity field and
related pressure drop. It has been stated the istperof the AHFM for the evaluation of
turbulent heat flux and temperature field togethigh a correct evaluation of the thickness of the
thermal layer (i.e stratification persistence),comparison with the simple eddy diffusivity
approach. However the adopted model shows overgbid of the momentum transport in the
vertical direction in comparison with the experirtedrdata introducing higher uncertainties for
the obtained pressure drop and related Fannintpfmiactor.

Introduction

The evaluation of the interactions between fluidsvimg with different densities has interested
researchers belonging to various fields: from twage and two-fluids to stratified flows
resulting from distribution of concentration andhfeerature in a gravitational field. Stratification
was at the beginning studied for natural phenonmmreh as lakes, oceans and estuaries [1],
where currents of different velocity and densitiyoduce processes which are partially unknown.
The study of wide liquid basins can be approximatétth free shear layers, meaning that the
flow is not bounded and wall effects can be negldcThrough this assumption still the study
maintains a high order of reliability and physioaderstanding of the process.

Recently the same problem was posed in engineéelus inside piping systems [2] and [3], in
scenarios where thermal transients, introduced ceidant conditions, creates drastic flow
reduction and high temperature variations. A thérmamp at the pipe inlet creates a non
equilibrium interface driving the hotter flow indtvertical direction and generating two layers of
different density and velocity. This issue in pms works was addressed mainly because of the
creation of radial temperature distribution on flipe walls inserting thermal stresses on the
structure, which could lead to loss of structureegnity. To the best of the authors’ knowledge



The 14" International Topical Meeting on Nuclear Reactbefimalhydraulics, NURETH-14
Toronto, Ontario, Canada, September 25-30, 2011

however, the analysis of the pressure drop andribéification on the Fanning friction factor
due to stratification were not deeply investigaded this represents the main motivation moving
the research of the present paper in this direction

In the work provided in [4] large eddy simulatiobES) was employed for the analysis of
various different regimes of stratified flows inacinel geometry; the same author focuses on the
employment of open channel so that higher Reynaldsibers can be computed saving
computational efforts. This approach, as hintedvapbeoncentrate on the mixing layer region
and how gravity might influence the turbulent aredtical transport in it, nevertheless the effect
of the walls are of secondary importance.

In case of completely bounded flows analysis, athéncase of our interest, the employment of
LES would ask a high computational effort which wbresult in extremely long time for the
computation. Indeed the employment of turbulenceleting (Reynolds stresses and turbulent
heat flux) and near wall treatment modeling, sgéjpresent powerful tools in order to assess the
major characteristics of the flow and investigatafrvarious conditions (different Reynolds and
Richardson numbers) to possibly find correlatiomsé implemented in “coarser” codes (e.g.
system codes). Nevertheless, stratification regimepipes introduces a real challenge for
modeling due to coexistence of various flow regimEnsity and temperature variation, and
buoyancy effect.

It was demonstrated how the simple assumption difutant eddy diffusivity does introduce
many uncertainties and wrong predictions in sietifflows [5]. Various methodologies
therefore could be employed for a better estimatibturbulence suppression due to gravity; in
the work provided by [6] the suppression of turbtileansport in the vertical direction was
addressed through the contribution of additionahpiag functions on the Reynolds stresses and
turbulent heat flux. While the work in [6] showsitguimportant insights about stratification
mechanisms, the introduction of damping functiopgear not general in case different fluids or
geometry are to be employed. In the present woekatlthors therefore aim to evaluate the
validity and generality of an Algebraic Heat Trasrsfodel (AHFM) in application to thermally
stratified flows in bounded geometries. Essentalidations are indeed needed for a model
which might be widely employed in the future in laar applications in relation to buoyancy
driven flows.

1. Shear stresses

Pressure drop arising in bounded flows dependferstresses introduced inside the system. In
homogenous flows in pipes, stresses are createibeof the non-slip condition applied to the

flow by the wall. Evaluation of losses was held uarious scientists which, thanks to diverse

investigations, suggested correlations for lamarat turbulent flows [7].

In stratified flows in addition, shear stressesiateduced because of velocity difference in the
bulk of the flow creating a mixing layer. The ara$/of isothermal free plane mixing layer was

held by many scientists and formalized by Popel{8jas observed that the mixing layer in an

open space, grows linearly and has a prefereniratttbn towards the slow moving front.
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Considering two parallel flows discharging in arenspace with two different velocities &hd
Up (U< Up) it is possible to characterize the flow througme relevant parameters:

1
EE(Ut-"Ub)

UC
US Ub _Ut 1 (1)
(U(x¥,(x).0))=U, +a(u,-U,)

wherea assumes values from O to 1. In this way it is fbsgo define the thickness of the
mixing layer as:

15()() = Yoo(X) = Yo(X) - (2)

It has to be noticed that in stratified flows tHgoee two phenomena appear simultaneously,
while their behavior seems completely different ahthost opposite. Indeed, while a mixing
layer grows expanding towards the walls, the bountsyer develops towards the center of the
pipe. It appears clear that eventually the constranposed by the walls will uniform the flow
and it will behave as homogenous moving in a pijtl aerage velocity kJ The question we
want to address in the present paper is therefumgary to the general issue addressed in pipe
geometries and in particuldrow long the flow configuration will be far from the one imposed by

the walls and to which extent buoyancy will affect on its persistence during the thermal
transient?

For the evaluation therefore the focus of the sigdyn the developing region, the region where
boundary and mixing layer grow and on the assessstoghe degree which gravity will sustain
the developing region both dynamically and theryall

2. Experiment: Geometry and Discretization

The simulation refers to the experimental data igex by [9] whose geometry is shown in
Figure 1.

In the settling chamber the flow is divided intootatreams by a splitter plate which, at the end,
forms a knife for preventing flow separation. Bélbws pass through a nozzle and create the
uniform velocity and temperature distributions whiharacterize the flow at the pipe inlet. The

non dimensional numbers which drive the flow arehihilk Reynolds numbepgeo _YD and the
%

bulk Richardson numbegi, = gﬁAzTD. The values of velocity, temperature, non dimemeio

numbers and geometry adopted for the present dimiare provided in Table 1.

! Values 0.9 and 0.1 are completely arbitrary.
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Figure 1 Experimental apparatus [9].

Table 1 Parameters governing the benchmark.

U; [m/s] Up [m/s] T [K] Ty [K] AT [K] Ri Re D [m]

0.106 0.146 291.15 311.15 20 1.36 7350 0.06

y

X

y4

a)
. d)

Figure 2 Discretized geometry. a) pipe dimensions) total discretization; c) particular of the discretization
on the inlet, d) particular of the symmetry plane. White arrows represent the flow direction. Highlighted
points’ measures are: 1) 0.375 mm; 2) 0.75 mm; 3)5Lmm.
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The discretization adopted in the simulation isvaman Figure 2. Prism layer was created on the
wall so to obtain the propei yy* < 1 in the first cell from the wall). Due to théfdrent local
Reynolds number of the upper and lower streamsndemy layers have different thickness
(Figure 2c).

Shear layer introduces high velocity gradients Whitust be computed and discretized with a
finer grid in the center of the domain; for thissen a volume shape refinement [10] was created
in the center of the domain with a finer discreima close to the inlet (1D from the inlet as
shown in Figure 2 b and d) and thickness equal i @Figure 2c). Values of characteristic
mesh size are identified in the blow up of Figure @1d described in the caption; 1) refers to the
minimum size in the bulk in order to discretize thigh gradient region at the inlet, 2) refers to
the size of the shear layer discretization in thst rof the domain, which presents milder
gradients, 3) is the largest cell size adoptedhendomain. The final mesh resulted to have less
than 1,900,000 hexaedrical cells. The mesh indeperydwas evaluated through the building of
a finer mesh which results in the computation ahilsir flow characteristics (velocity,
temperature). The spatial discretization shown igufe 2 was therefore employed in the
calculations.

3. CFD Methodology

The computational code employed in the present wierkhe commercial code STAR-

CCM+6.02.007 [10]. The equations shown in this ¢kiapnd in the appendix will be solved in
second-order accuracy in space. Convective termsdscretized with second order upwind
scheme. The flow is solved as incompressible amd cbnnection between continuity and
momentum equations is achieved with Rhie-Chow presgelocity coupling combined with the

SIMPLE algorithm. The density is assumed constamind the calculations and expression of
the buoyancy force in the momentum equation folltivesBoussinesq approximation (truncation
to the first order of the Taylor expansion). The N\ equations which are employed in the
analysis are:

%o ®)
_.:___+_.(V%_Tujj+gﬁ(T _To)duz (4)

ﬂ:i[CL"_T_mi], (5)
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where the termsiu; and 8u, need a closure. The closure of the first term Reynolds stresses)

was performed through standdrd low Reynolds model [11]. The choice of a lineard@lowas
done for two main reasons, it was found that itvjgtes reliable results in the isothermal case
(Chapter 4.1) and it increases the stability ofAk#-M reaching a more than acceptable level of
convergence also in steady state simulations fahalquantities. However, as shown by [12],
standard ke model is likely to introduce anomaly in case ajthshear stress which, in case of
the employment of AHFM, resulted in upset of thendation. This problem can be solved
through the introduction of scale limiter which gastees the realizability. Even though this
issue would deserve a more detailed attention, rtitesless in the present paper a proper
discussion is not included because beyond the sabite analysis, anyhow further analyses in
this direction might be done in the future.

The closure of the second term (turbulent heat)fisxperformed through two different models
which will be compared in the paper and defined\H&EM and constant Por simple gradient
diffusion hypothesis (SGDH) in the rest of the pap@r the latter the assumption of constant
eddy diffusivity was employed which can be sucdindescribed as:

oy =-a, 0 =2 0T

i ta>g - PI{ a)ﬂ (6)
where Pris the turbulent Prandtl number which was set etju@.9. For the former modeling
instead the present paper refers to the work peolviay [13] and its formalization is given in
appendix.

Regarding the boundary conditions, two differeribeities (see Table 1) are applied at the inlet
with a constant distribution and covering the upged lower half of the boundary respectively.
Finally walls in the domain are considered adiabatid with no-slip conditions.

4. Results

Results are provided at three locations of the gaggnand respectively at x/D = 4; 8; 12.

s >
x/D = 4 ii N i
«— » = .
< XD =8 > x/D = 12
F

igure 3 Location of the monitoring lines for the fow evaluation. White arrow represents the flow diection.

4.1. Isothermal flow results

The present case represents a straight pipe whighe of the most studied flow regimes in CFD
applications and modeling, however the presencéwof different and flat velocity profiles

applied as inlet conditions, leads to the creatidnvarious regimes (i.e. boundary layers
development, mixing layer with shear stress) irlatively small domain. This results in a not
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obvious analysis and indeed also the isothermal flepresents a hard task for a proper CFD
modeling. This is because damping functions aregdly developed and studied for completely
developed flows and considerations of equilibriuretween turbulence production and

dissipation might not be valid in a domain where ighest turbulent energy production is in the
bulk of the domain rather than closer to the wall.

Position [m]

Position [m]

. 7.0)

0.7 0.8 0.9 1 L1 12 13 1.

g
1 1.05 1.1 115 2 25 : -0.5 . . 0 T . ‘_‘ . A -0.5

Figure 4 Isothermal results. Three cases with diffent turbulence intensity (TI) were tested as a sesitivity
analysis.

Sensitivity analysis for the isothermal case wasedto assess the turbulence intensity, after
several tests a value of 9% was found to be thendmeh provides better agreement. This value
is typical for turbulence after a grid as in thefpened experiment. Figure 4 shows that a perfect
agreement cannot be obtained, even though the siiapdocity and the characteristics of the
mixing layer (creation of inflection points) arengeally described. Large deviations in the bulk
are to be attributed to the near wall evaluatidme boundary layer indeed appears to grow faster
in the simulation than in the experiment leadingcteate wide zones of grater velocities.
Nevertheless, due to formulation of the dampingcfioms, which allow all the equations to be
solve all the way to the wall, in comparison toesttommon approaches (e.g. two-layer and
standard wall functions) this appears to be thet mgeseral way to approach the problem.

The different boundary layer growth is thought ffeet also the correct prediction of pressure
drop, which was introduced as one of the objecth®fanalysis, nevertheless more important for
our aim is the evaluation of how buoyancy can fice on the mixing layer persistence and
how it will affect the total pressure drop.

4.2. Non isothermal flow results

In this chapter results achieved with two modetsthe turbulent heat flux will be compared. As
a reminder the two cases will be referred t&ld&M andSGDH.

4.2.1. Temperature profiles and mixing layer thickness

The evaluation of the temperature (Figure 5) azetgal shows that the employment of constant
Pr. overestimates the heat transferred between theladyars and the erosion of the thermal
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mixing layer appears much quicker compared to thediption of the AHFM and the
experimental data. This behavior results from théniion of the turbulent heat flux that, as
shown in equation (6) directly connects the heatdferred because of turbulence (i.e. turbulent
heat flux) to the temperature gradient only. TheFMHon the other side shows much more
accurate prediction of the temperature field altmgpipe, in particular for the thickness of the
stratification (e.g. the slope) in the thermal mgilayer for all the locations. Nevertheless it
should be noticed that in Figure 5 a) the disagesgnof AHFM is about the location of
temperature gradient. This behavior might be a egmsnces of wake creation at the interface
close to the inlet where the flow could show ingitds in the mixing layer, driving the location
of the mixing layer in a non symmetrical locatiarass the centerline. However this behavior is
not predicted in the flow, which can be solvedstigady calculation for all the variables.

1 o Experiment

04 — AHFM 04
SGDH 1

Position [m]
<

Position [m]
-

Position [m]
-

1) b) .

0 02 04 0.6 08 1

Figure 5 Temperature profiles.

The analysis of the thermal mixing layer thicknesshown in Figure 6. In the experimental
paper [9] the thickness was evaluated as the 25f4rehce between the temperature average.
Referring to equation it can be easily writtenuasisig a = 0.25 and 0.75. Prediction of the
AHFM demonstrates that the absolute value of thgoerature width is reasonably accurate. The
constant Prandtl number model shows absolute valigse thermal thickness far from the one
assessed experimentally but with a similar tremmthgtant values at the end of the pipe).

OEXPERIMENT
® AHFM A A
AConstantPr

Oe
De

0 2 4 6 8 10 12 14
x/D

Figure 6 Thermal mixing layer thickness
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This aspect can be explained referring to Figur&ifce further in the domain temperature
gradient becomes less steep, in the same extemttlads molecular and turbulent heat flux
predicted by the SGDH decreases and thermal thsskdees not greatly increase from two
consecutives locations.

4.2.2. Turbulent heat fluxes

In Figure 7 turbulent heat flux was compared atttiree locations. The AHFM data show an

excellent agreement in the first two locations, #ggeement is judged in relation to the peak
values and the width in the y-direction. Constamt Podel instead shows very poor predictions
(one order of magnitude difference in the first tlwoations) which is responsible for the high

heat transferred in the y-direction.

Figure 7 c) needs instead a special explanatiorihénexperiment the authors evaluates the
creation of a counter-gradient heat flux (positiuebulent heat flux) at 12 diameters from the

inlet. This phenomenon is the one responsible Her decreasing in the thermal mixing layer

thickness found at location x/D = 12 in Figure Bepomenon which cannot be replicated by the
present simulation for both AHFM and SGDH. This pomenon is the result of the interaction

of turbulent heat transfer and Reynolds stresgethis extend therefore a higher order modeling

for fujshould be considered. However, as explained alibigeleads the present simulation to
be less stable and, in the present analysis, orilyear model is employed. In this direction
therefore a more complete analysis should be done.

This is responsible for the increase of the themmalng layer thickness, resulting in slightly not
precise predictions of the thermal field far frdme tlomain inlet (Figure 5c).
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Figure 7 Turbulent heat flux comparison.

4.2.3. Velocity profile and pressure drop

Figure 8 a), b) and c) show the comparison aga&xgerimental data of stratification effect on
velocity. While in the isothermal case the achieweslilts are basically inside the measurement
error of the experiment, velocity profiles for then-isothermal case differ quite consistently
from the available data. The main effect is asskeagainst Figure 4, indeed both models delay
the creation of the uniform velocity profile respée the isothermal case, inflection points are
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visible at location x/D = 8. Based on the knowledgéed for the isothermal flow, modeling of

the Reynolds stresses and wall is found to gredtlct the velocity field and therefore unlikely

that, even though well performance of the AHFMoedl field could provide better agreement
than what achieved for the isothermal one. Throtlgh employment of constant turbulent
Prandtl number the velocity profile is also affetthis should not be surprising since the wide
extent of the thermal mixing layer for the presemdel. More correct instead the behavior of
AHFM that, even though characterized by a thindmrrmal layer, shows similar effect on

velocity.

3

0. J—a)

-0.5 . N ‘ . 0.5
08 085 09 095 105 LI LIS 12 125 13 35

Figure 8 a) through c) velocity comparison at thetiree locations. d) represents the vectorial represgation of
the mixing layer erosion predicted by AHFM in the tiree locations.

Figure 9 shows an effect on pressure drop due agancy compared to isothermal flows. There
is basically no difference between the pressure gredicted by the two thermal models since,
as shown above, velocity profiles are indeed simN&hat should be highlighted is that the
insertion of temperature has the effect of decngpgirbulence which in the end affects also the
pressure drop. The isothermal case shows a Fafmgtign factor in agreement with the value
obtained at Reynolds number defined ondue to high values of turbulence intensity, while
lower friction factors are obtained for nonisothaftroases. Nevertheless in relevant engineering
cases, the isothermal flow with mixing layer is tike¢ly to occur or anyhow not relevant for this
evaluation.

| Isothermal
[\ AHFM ||
Lo\ ——SGDH

Pressure [Pa]

0
0 2 4 6 8 10 12 14 16 18 20
x/D

Figure 9 Pressure drop along the x-direction.
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The insertion of thermal transient at low Reynaldsnber are the setting conditions in order to
create shear and mixing layer and affecting thequme drop inside the piping system and during
the transient.

The evaluation of the pressure drop indicates thtie developing regions would last longer, as
predicted in the experimental case, this wouldothlice a consistent modification of the friction
factor which would have an important role in theunal circulation flow evaluation. This
motivation and the surprising result achieved abasesthe reasons for a further investigation
which should be performed in this direction.

5. Conclusions

We have performed a simulation of thermally stradifturbulent flow in a straight pipe through
two different models for the turbulent heat fluxheTemployment of AHFM shows that high
agreement is obtained for the temperature field tartsulent heat flux, however the effect that
buoyancy has on the velocity field appears to etegstimated and the momentum transport in
the vertical direction shows disagreement withekperimental data. The AHFM was generally
employed for the evaluation of natural convectigpeziment (Rayleigh-Bernard cells, eccentric
annulus) and the focus was hold principally onttiegmal part (Nusselt number assessment); in
this case however, since we focus on the thernfiattedf gravity on the flow, the interactions
between the two fields introduce additional undetias of the modeling, which is stated by the
higher disagreement of the velocity fields. Eveoutyjh the results seem satisfactory for the
temperature, which is also of primary importancetfe prediction of thermal stresses on the
structure, the present work cast doubts whichme#d further investigation.

APPENDIX - ALGEBRAIC HEAT FLUX MODEL (AHFM)

The AHFM is obtained by the truncation of the pammodel differential transport equations for
Ei where the reduced expression assuming productidrdssipation ok and &° are locally
in balance. The general algebraic expression cavritten as:

i =™ E(Cgufuj Ul +ch%% +C§“ﬁg?J . (7)

£ 0x, ! X,

Equation (7), even though simplified, contains theee major contributor from the transport
equation of the turbulent heat flux, the non-umiay of the thermal field [JT ), the mean rate
of strain (JU,) and the attenuation or amplification of turbulertue to the effect of buoyancy
,Bg?. It should be noted that neglecting the effeanefin strain of rate and buoyancy leads the

definition ofmi to the so called generalized gradient diffusiopdtiiesis, where the turbulent
heat flux still depends basically on the gradiehttemperature but the component of the
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Reynolds stresses still influence its value. Inrec® Reynolds stress tensor its replaced with its
trace the formulation of equation (7) collapse® i(@) or simple gradient diffusion hypothesis
(SGDH).

The closure of the algebraic expression requiras tte four scalar introduced; ¢, &° &y be
provided from additional transport equations, tfanee finally our model will need to solve a

four equation modek—g—?—gg. The equation are shown hereafter, also the tomhsp

equation fork ande, which contain different gravity contribution resp to the terms presented
in case of SGDH, will be shown:

Dk
_Dt: k+R<+Pg_g (8)
D& & .
ot =D, +E(C£1F?(+P+Cg3a]+F)n|)_C£2f2p(€_go) ©)
2
O <252, (10)
D%, 5, & coprcop £ 9 vcop &g —C"E«SE (11)
Dt &6 92 cl' 8 £2 689 k 3" k k c4~6 £ k
where:
. —aU, B — _ —0T
R( __uiuj K! Pg __ﬁgi eui’ PG __eui X

| ]

pr= fz(pk + 2y£2] exp(- 0.00375Ry
y

9 k) 0
fﬂ:l—exp[—(cdoﬁ +C,, Re+C,, R?eﬂ f,= 4 0.3efp RE, (12)

and the indexy for D, eq. (12), stands for any variables which is sblvg the related transport

equation.
Besides the standard coefficients employedkfande equations (€= 0.09, ¢ =0.07, G = Cg3
=1.44, G, = 1.92). the additional coefficients are specifiedable 2.

2 P,, which can be easily found in [10] is not showrtlie appendix due to its formulation which is e tentral
aim of the work.
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Table 2 Adopted coefficients.

S O O e A N LS R e

£4 £5

0.2 0.6 0.6 0.3 1.3 0.0 0.72 2.2 0.8 1.0 1.3
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