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Abstract

In modeling gas-liquid two-phase flows, the conagftow regime has been widely used to characteriz
the global interfacial structure of the flows. Ngall constitutive relations that provide closutesthe
interfacial transfers in two-phase flow models, Isi&s the two-fluid model, are often flow regime
dependent. Currently, the determination of the flegimes is primarily based on flow regime maps or
transition criteria, which were developed for steathte, fully-developed flows and have been widely
applied in nuclear reactor system safety analymites. As two-phase flows are dynamic in naturdyful
developed two-phase flows generally do not exiseal applications), it is of importance to modwet t
flow regime transition dynamically to be able tegict two-phase flows more accurately.

The present work aims to develop a dynamic modetrafegy to determine flow regimes in gas-liquid
two-phase flows through introduction of interfaciatea transport equations (IATEs) within the
framework of a two-fluid model. The IATE is a traost equation that models the interfacial area
concentration by considering the creation and destm of the interfacial area, such as the fluadtiple
(bubble or liquid droplet) disintegration, boilirand evaporation; and fluid particle coalescence and
condensation, respectively. For the flow regimegohd bubbly flows, a two-group IATE has been
proposed, in which bubbles are divided into twougobased on their size and shapes, namely group-1
and group-2 bubbles. A preliminary approach to dyically identify the flow regimes is discussed, in
which discriminators are based on the predictedrin&tion, such as the void fraction and interfacial
area concentration. The flow regime predicted wiltls method shows good agreement with the
experimental observations.

1. Introduction

Gas-liquid two-phase flows are common in nucleacta systems, such as those during steady-state
operation and transients in light water reactorg/Rs). It is observed that two-phase flows under
various flow and operating conditions show siguwifitty different interfacial structure charactedstas

well as flow behaviors, such as interfacial masd heat transfer, drag force, wall heat transfele Th
concept of flow regime/pattern was introduced tttdseunderstand and model different flows [1-3].
Flow regime maps or transition criteria, develofiein experiments carried out for steady-state yfull
developed flows, are widely used to determine ftegimes [1-3]. This static method presents inherent
shortcomings as two-phase flows are dynamic inreafiully-developed two-phase flows generally do
not exist in real applications). In addition, thigproach assumes that one flow regime can potigriial
switched to a different flow regime instantaneousithout considering any time scale or length scale
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provided that the flow regime transition criterige anet. In reality, the occurrence of the flow regi
transition is not instantaneous, and it requineet{and therefore length) for the flow to develop.

In two-phase flow simulations, interfacial transferms need to be modeled to provide closures ¢e tw
phase flow models, specially the two-fluid modeh ixterfacial transfer term can generally be maodiele
as the product of the interfacial area concenmafidC), a geometric parameter characterizing the
interfacial transfer “capability,” and the corregping driving potential [4]. In most nuclear reacto
system safety analysis codes, such as RELAPS5S, theelng of interfacial transfers is a two-step
approach [5]: first to identify the flow regime tife two-phase flow based on the available inforomati
using the aforementioned flow regime maps or ttascriteria, and secondly, to obtain the constiti
relations of the interfacial transfers for the esponding flow regime. Errors will be produced acle
step, and compound errors from these two stepsnmiaye trivial.

As argued by Ishii et al. [6], among others, mamythee current system analysis codes have been
extensively benchmarked against relevant sepafgtets and integral tests. As a result, the integra
response of the interfacial transfers is typicadigsonably captured by the codes, but the compegsat
errors in these interfacial transfer models coudenbeen introduced. As an example, RELAPS5 is
usually capable of predicting an event progressviohg an initiating event, given that the scenaso
within the range of the code validity. A very comepted flow regime map with straight transition
lines/or flat transition surfaces is employed inLRP5 [7]. These flow regime maps are applied tchbot
developing and transient flows. Due to the staditure of the flow regime maps, the modeling approac
of the constitutive relations is therefore stalibis discrepancy between the actual flow dynamia a
the static modeling of the interfacial transfensresents potentially significant shortcomings [B,ahd
should be improved upon for next generation advadsgstem safety analysis codes, which are expected
to “get the right answer for the right reasonsthe analysis of the current and advanced futursiyas
LWRs. In view of this, Kelly [8] proposed to dynasally model the spatial evolution of two-phase flow
regimes through the introduction of interfacialaateansport equation (IATE).

In the present work, a dynamic modeling strategydftermining flow regimes in gas-liquid two-phase
flows has been developed within the framework eftthio-fluid model coupled with the IATE model. In

this approach, the IAC is evaluated by the IATE eidtat accounts for both the fluid particle (bwbbl

or liquid droplet) interaction mechanisms and phasanges [10-13]. The interfacial transfer terms ca
therefore be constructed without the predeternmonatf the flow configurations using flow regime

maps. In addition, the method to identify variolesM regimes is proposed, in which discriminators ar
based on the predicted flow information, such asvitid fraction and IAC. This method is expected to
if applied to computer codes, improve their pradectcapabilities of gas-liquid two-phase flows, in
particular for the applications in which flow regrtransition occurs.

2. Theory and M odeling Strategy

21  Two-group IATE

Bubbles of gas-liquid two-phase flows can be caiegd into spherical, distorted, cap, Taylor (slug)
and churn-turbulent bubbles, associated with dfferflow behaviors, e.g., the relative motion and
bubble interaction mechanisms [12-14]. In the aurtudy, bubbles are separated into two distinct
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groups, with the maximum distorted bubble size tIirﬁ]d,max as the group boundary. The group-1

bubbles consisting of spherical and distorted bemleixist in the range from minimum bubble size to

e whereas the group-2 bubbles consisting of caplor#slug), and churn-turbulent bubbles exist

in the range fromD, _ to maximum stable bubble size limf) . These bubble size boundaries
were given by Ishii and Zuber [15] as:

D, e = 4‘/0/<9A,0) andD = 401’0'/<9Ap), (1)

where, o : surface tensionp : density difference between the two phasgsgravitation acceleration.

The two-group IATE model has been developed to mtbaelAC for each group of bubbles in general
two-phase flows. The transport equations in the-gwaup IATE model are obtained by averaging the
Boltzmann transport equation of bubble surface peFamixture volume over the volume range of each
bubble group and formulated as [12, 13]:
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where, subscriptg, 1, and 2: gas phase, group-1, and group-2 bubiglssectively, a : interfacial area
concentration,,: interfacial velocity, o void fraction, ¢: time, v: velocity, n,: rate of volume
generated by nucleation source per unit mixtureima, y : coefficient accounting for the contribution
from the inter-group transferl . , V. and V _: volumes of minimum bubble, critical bubble and
maximum bubble, respectively]) : surface equivalent diameter of a fluid particleghvweritical volume
V., D, . Sauter mean diameter defined %/ai S, and S particle source and sink rate per unit

mixture volume due to thieth particle interaction (coalescence and disiragn) and that due to phase
change, respectively. The two-group IATE can bepéifired to a one-group IATE applicable to bubbly
flow regime. In the literature, bubble interacti@nms have been modeled extensively [10-13] whiée t
phase change effects warrants further studiesl|a]6,

2.2 Thethreefield two-fluid model

To incorporate the two-group IATE model to a twoidl model, the modified three-field two-fluid
model proposed by Sun et al. [18] is used. Inttindslified model, mass transfer occurs not only betwe
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the gas and liquid phases due to phase changaldmibetween group-1 and group-2 bubbles due to
intra- and inter-group bubble interactions. Threédé are defined, namely, group-1 bubbles as-field
group-2 bubbles as field-2, and the liquid phaskedd-3. Two sets of conservation equations aedus
for the gas phase, one set for each of the twolbujrbups. The pressure and temperature for group-1
and group-2 bubbles are assumed to be approximielgame in general while the velocities of two
groups of bubbles differ. In what follows, the govieg equations (continuity, momentum, and energy)
are provided [18].

Continuity equations:

dla p
% V- (aglpgﬁ!ﬂ) - Fgl o Amw 4)
ola p
% v <a92p9§92> - FgQ + Amu? (5)
8(a,p)
m"f .
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where, subscript: liquid phase, p: density, I' : mass generation due to phase chande,, : inter-
group mass transfer due to hydrodynamic mechanisms.

Momentum equations:
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where, subscript: interfacial, p: pressure,7: viscous stress7 : turbulent stressM : generalized
interfacial drag force.

Energy equations:
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where, H: enthalpy, g" : heat flux, ¢ : interfacial heat flux,¢ : dissipation.

2.3 Flow regimeidentification

Once the three-field two-fluid model is solved ttige with the two-group IATE, the information ofeth
void fraction, IAC, bubble velocities of group-1dagroup-2 bubbles in addition to others, will be
available. Figure 1 shows a flowchart representngroposed process of utilizing the available
information to determine the flow regime for a eantflow condition.

a,<e and n,/n <e

No

/D <08

i

/ /
v, —vf|<f” and a<f

m 2

Yes No

Bubbly flow Car-bubbly flon Slug flow Churr-turbulent flow

Figure 1  Flowchart for determining the flow regis

The identification of bubbly flow regime is relagily easy. The transition from bubbly flow to cap-
bubbly (or cap-turbulent) flow is characterizedtbg appearance of cap bubbles in the flow, whialde

to a non-zero void fraction of group-2 bubblesnimerical analyses, a considerably small valueis
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used instead of zero due to machine errors. Intiaddithe bubble number density is also used as the
second criterion, which is defined for each ofbléble group as:

a3 3
n, =—="— and n, = —2—. (13)
36ma,

At the bubbly to cap-bubbly transition, the ratiotiee bubble number densities of group-2 to group-1
bubbles, i.e.,nZ/n1 , increases significantly from zero.

The determination of cap-bubbly flows in a circu@pe may be based on the bubble Sauter mean
diameter D_ . Figure 2 shows a schematic of a Taylor (slug)bbeibwhich has a spherical nose at its

front plus a cylindrical gas volume with a diametgb . D is the inner diameter of the pipe. The wake
angle of the leading spherical nos#®,, can be approximated as 100 degree [19]. For feqiecap
bubble, the cylindrical gas volume diminishes, & length in the flow directiorl is reduced to
nD
2sin
calculated based on its volume and surface area.

(1—cos0). The Sauter mean diameter of this cap bubbletguloin Fig. 3, can be therefore

nD

& »
<% P

0

\ Bubble

D

v\Pipe 2

Figure 2 A schematic of a Taylor bubble of lengtéind diameternD in a pipe of inner diameté.

Similarly the Sauter mean diameter of a slug buhl@wvn in Fig. 2 can be obtained provided that the
length of the slug bubble is known. Since the titaarsfrom cap-bubbly flow to slug flow is of intest,

the slug bubble size near the transition regioexamined. According to Govier and Aziz [20], the
transition is considered to have occurred from lmalpbly to slug flows once the chord length of the
elongated “cap” bubble shown in Fig. 2 reachespipe inner diameter, i.e., when = D. Adopting

this assumption, the Sauter mean diameter fortypes slug bubbles can be computed and is plotted in
Fig. 3 as “Taylor bubble.” Since the diameter dftable Taylor bubble usually exceeds ¥ of the pipe
inner diameter [20], the Sauter mean diameter Byldar bubbles is only plotted for, > 0.75. From

this plot, it is clear that the Sauter mean diameteyroup-2 bubbles can be quite distinct for |d=sgp
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bubbles and Taylor bubbles. In addition, an in@emsthe chord length of a Taylor bubble would
increase the valueoD_, / D.

Furthermore, investigations over the experimentaiadindicates an increase iR, for churn-

turbulent bubbles compared to more structured blugples, perhaps because of the inherent chaotic
feature and irregular shape of the churn-turbuleribles. Therefore, flow will be identified as cap-
bubbly flow once the value oD__ / D is less than 0.8.
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0.8 - Taylorbubble
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S
Qoa | 7
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n

Figure 3  Ratio of the Sauter mean diametersaaifpeand slug bubble (at its initiating stage) ® th
pipe diameter as a function of the bubble size ).

The next task is to distinguish the slug flow framurn-turbulent flow, which is most challenging.
Churn-turbulent flow is chaotic and involves sigraht flow churning and perhaps local re-circulatio
Two preliminary discriminators are proposed hesmaly, the absolute value of the velocity diffelenc

between group-2 bubbles and the continuous lighake kvgz' — vf' ) and the total void fraction.

The first discriminator is based on the work coridddoy Van der Geld [21]. He studied the onset of
churn flows theoretically and concluded that tlosvfturns into churn flow if it follows

UI UI
g2 !

> f, (14)

where, vg2/: gas velocity at the tube centezvf’: mean velocity of the water filmf is a function of
flow variables and tube geometry, and was provate{1]:

; : 1
f,=0.281(50D) " exp(0.0447 ) (10" ) /p%<0.5D——h)’ (15)
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where, s:—(i')OD)fo‘147 (0.5946 + 0.00728T) , T: temperature in°C, : water film thickness.

However, it is difficult to evaluatef since the estimation of the water film thicknessnumerical
calculations and experimental studies remains atmueto be answered.

The second discriminator is more practical, whiaswroposed by Mishima and Ishii [3] using the void
fraction. They pointed out that it becomes chumbailent flow once the tail of the preceding sludpble
starts to touch the nose of the following bubbld derived the slug-to-churn flow transition criteri
Their criterion is adopted and modified with thewsption that the thickness of the liquid film néze
wall region is about 5% of the pipe diameter, giasn

a>f. (16)
Here, f is given as:

0.75

£ =081{1-0813 (= 1ld, +3,) + 0:85(AegD /5, , (17)
' (4, +3,) + 0.75J8pgD / p, (BpgD* [ p )

where, C: distribution parametey, superficial velocity, v : kinematic viscosity.

3. Experimental Study

An experimental study on the flow regime transitiora vertical air-water test loop was performed to
examine the proposed flow regime transition crteiThe test facility has the following operating
capability: water temperature range of 20-9) air temperature of 20C, and system pressure of
approximately 1 bar. A schematic of the test facib shown in Fig. 4.

The test section in the loop is a circular pipehvah inner diameter of 50 mm (2 inch) and a heajht
2.8 m. The main component of the bubble injecta sntered metal sparger with an average pore size
of 40 microns. Compressed air passes through paisger and air bubbles form on the outer surface.
These air bubbles are then dislodged from the spangrface by an auxiliary water supply that flows
through the annulus formed by the sparger and ther @ipe of the bubble injector. The maximum
achievable air and water superficial velocities &g and 2.0 m/s, respectively. The initial bulditee

can be varied by adjusting the flow distributioviceen the flow that enters the manifold before emge

the test section (main water flow) and the auxliaater flow. Controlling this flow distribution laws

for direct control of the water velocity that steahe bubbles from the sparger surface thereby
controlling the size of the bubbles that are enadiin the water flow.
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Figure 4  Schematic of the air-water test facility

The instruments used to observe the two-phase ¢loavacteristics are a high-speed video camera, a
differential pressure transducer, impedances pr{as23], and four-sensor conductivity probes [24]
The high-speed video camera is capable of recor81)000 frames per second and has a maximum
shutter speed of 1/272,000 s, and is employed doalize the flow and capture flow images to help
analyze different flow conditions. The differentiptessure transducer, impedance probes, and four-
sensor conductivity probe are used to measure lthe farameters, such as the pressure drop, and
bubble size, void fraction, bubble velocity, andClAor group-1 and group-2 bubbles. The impedance
probes and four-sensor conductivity probes aralilest at axial locations 10, 32, and 54 pipe diamset
above the bubble injector.

4. M odd Benchmark

Experiments were performed under different flowditons, among which six cases are discussed here.
Figure 5 illustrates the images captured by thé-Rigeo camera for typical bubbly, cap-bubbly, slug
and churn-turbulent flows, respectively.

Table 1 provides the area-averaged values of kbmal parameters and other calculated parameters of
interest in each flow condition.is the axial location above the bubble injectore Tlow regime of each
flow condition determined from the visualizatiordahe captured images is shown in the "Experimental
visualization" column in Tablel and also plotted-ig. 6. In Table 1, flows at lower measured lomati
with high flow rates (Runs 4, 5, and 6) includeatieely large cap bubbles with strong turbulence
possibly due to the bubble injectors. Therefore categorize those flows as cap-turbulent flowd=itn
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6, ‘0, A, O, < represents the bubbly, cap (either cap-bubblgap-turbulent), slug, and churn flows
observed in the experiments. Unfilled symbols repné the measurements at lower location, i.ez,=at
0.5 m, and solid symbols represents the measursnagritigher locations, i.e., at= 1.6 m in Runs 2

and 3, and at = 2.7 m in Runs 4, 5, and 6, respectively. It aded that cap-bubbly flow was not

identified by Mishima and Ishii [3] and some of @brservations disagree with their approach. Thig ma
be due to the length needed for the flow to develop

Figure 5

AL
o
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p ST :wyﬁ,v ‘*.'.7

(b)

(d)

Flow images captured by the high videmera: (a) bubbly, (b) cap-bubbly, (c) slug, and

churn-turbulent flows.
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Figure 6  Flow conditions in flow regime map [3].
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Table 1 Measured and calculated flow parameters &wperiments

Run |, j, ji a a, a n, /”1 1 D ./ D? vi- U | U2- f;3 E_xper_ime_ntal Determine_zd by
# m) | (mis) | (mis) (mis) (m/s) visualization 12?§\]/vclhart in
1 05 | 0.14 0.50 0.079 O 0.0719 O 0 -0.20 - 0,65 Bubb Bubbly
2 0.5 | 0.11 0.27 0.15| 0.034 0.17 0.088 0.17 0.71 4 0.7| 0.65 | Cap-bubbly Cap
1.6 | 0.12 0.27 0.15| 0.028 0.18 0.024 0.21 0.28 0.270.65 | Cap-bubbly Cap
3 0.5 | 0.13 0.27 0.075 0.13 0.2( 0.22 0.21 1.19 1.110.65 | Cap-bubbly Cap
1.6 | 0.15 0.27 0.082 0.12 0.20 0.083 0.39 0.37 0.350.65 | Cap-bubbly Cap
4 0.5 | 048 0.34 0.060 0.36 0.42 0.30 0.41 1.94 1.880.64 | Cap-turbulent Cap
2.7 | 0.53 0.34 0.12| 0.28/ 0.40 0.07p 0.84 0.58 0.51 .64 0 Slug Slug
5 05 | 1.22 0.40 0.048 0.45 051 0.44 0.46 2.37 2.450.64 | Cap-turbulent Cap
2.7 | 1.33 0.40 0.11| 0.44| 055 0.081 1.29 0.82 0.70 .64 0 Slug Slug
6 0.5 | 2.52 0.48 0.036 052 0.57 0.79 0.60 3.25 4.780.63 | Cap-turbulenf Cap
2.7 | 3.05 0.48 0.087 0.56] 0.65 0.23 0.88 1.56 1.31 .63 Q Churn Churn

= 712/711 was calculated based on the measured bubble nutabsities of group-1 and group-2 bubbles.

2. D_, was calculated based on the measured void fraaiidrlAC.

3. [, was calculated based on the measured data.
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Therefore, it is more reasonable to determine tbe fegime using a dynamic approach, e.g., the
algorithm proposed in the current work. Followimg tflowchart provided in Fig. 1, the flow regime is
determined and provided in the "Determined by floart in Fig. 1" column in Table 1. Take the flow at

z=2.7 min Run 6 as an example. First of all, sittee values ofc, and nZ/nl are relatively large, it
is not bubbly flow. Secondly, the value @@_, / D is larger than 0.8, the flow should be either siug

churn flow, i.e., it is not cap-bubbly flow. Fingllsince the total void fractiors slightly greater than

j;, which is calculated to be 0.63 in this case,ftbe at 2 = 2.7 m in Run 6 is identified as churn-

turbulent flow. Good agreement has been achievédeea the experimental visualizations and our
results shown in Table 1.

5. Conclusions

In summary, a dynamic modeling approach for the-pivase flow regimes was proposed and limited
comparisons were carried out based on the air-waterphase flow experiments performed in the
current work. Compared to the static approach gegan the literature, this dynamic approach shows
good agreement and is more consistent with theflwwd-model. This method will be helpful to develop

a next generation, multi-physics reactor systentyaisacode for the safety and performance anabysis
existing and future light water reactor systemshwitgh fidelity. It is necessary however to further
validate the proposed model with more experimedéa. In addition, it is planned to implement the
modified two-fluid model and two-group IATE into des and benchmark the transition models against
the separate-effects experimental data obtaingdsrstudy as well as others available.
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