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Abstract

Numerical simulation of sodium stratification in ep channel flow has been studied with
Computational Fluid Dynamics (CFD) employing an é&bgaic Heat Flux Model (AHFM)
closure for the turbulent heat flux. The results aalidated against experimental data and the
AHFM is compared with the simplified Reynolds armgploemploying a constant turbulent Pr
number. Influence of buoyancy on turbulence createtie mixing layer has been evaluated and
its influence on the momentum and energy transpdlte vertical direction assessed. It has been
found that the choice of turbulent heat flux modéliences the achieved results for temperature
and velocity field which might affect the flow ddeping and persistence of stratification in the
channel. Moreover both experiment and validatioowstthe possibility of creation of a strong
stratification also for low Pr number fluids, wargithe stratification problem as an existing
phenomenon likely to occur in liquid metal nuclpawer plants.

Introduction

After the onset of Protected Loss of Flow (PLOR)edo reactor scram and pump flow-coast-
down, the primary system of Liquid Metal Fast Reest(LMFRS) experiences a drastic flow
reduction (0 — 7% of the nominal conditions) andhhtemperature variation. The thermal
transient is convected through the system as dt ifsdecay heat removal and buoyancy forces
may become significant due to the density variatiod influence the transient evolution.
Previous concern about buoyancy influence on thestnesses and pressure drops were raised
and studied by Argonne National Laboratory [1]. iflexperimental work, assessed with water
as fluid, was set up in order to demonstrate thstexce and the extent of buoyancy driven
phenomena to provide useful remarks for the desigrarticular components (e.g. piping system,
heat exchanger). However, a complete insight ath@uphysics occurring during such transients
is not discussed. In addition, while the work aitnsdemonstrate the stratification process in
relation to the LMFRs, the justification of watemployment was done through a supposed
conservatism of the phenomena introduced by watempared to sodium, nevertheless it is not
really understandable how to evaluate the consgsmdietween two different fluids. In order to
clarify the processes happening during stratifosatithe Keio University (Tokyo, Japan)
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performed several complete experiments about fatedton in water in closed channel [2] and
pipe [3-4] geometries. Their work provides inteiggtand important information about the
mechanism occurring during such transients, thecefbf gravity in the suppression of
turbulence, mixing layer persistence, turbulentt il and counter-heat flux. However, in the
work proposed in [2-4] there is no directly mentiohthe effects that a different Pr number
would have on the assessed phenomena.

Experimental evaluation of sodium shows difficudtier the handling of the facility (e.g. high
temperature, chemically reactive with air and waaed for the difficulty in the evaluation of the
flow field, nevertheless a relevant amount of ekpental data are available for geometry and
physics of common interest (e.g. pipe, rod bundRegjleigh-Benard cells); however very little
information is available for flow stratification gonduits.

One of the few examples of stratification experimeha sodium flow as working fluid was
performed by Mitsubishi and CRIEPI [5] in an opdracnel, in order to address the stratified
region which can be created in the pool of a pgpetLMFR during PLOF conditions. While
providing evidence about the existence of an ingmritratification process also in sodium
turbulent flows, the above experiment does not skatisfying explanation of the effect of a
higher thermal conductivity on the stratificatioxtent and the effect of gravity on turbulence, as
it was performed instead for water in more exhaegpapers [2-4].

Computational approaches therefore can overcomealloge mentioned limitation providing
insights and understandings of the process. Th& wmvided by [6] in this direction shows
Direct Numerical Simulation (DNS) results in chahfiew for various fluids (air, water and
sodium) discussing the effect of the thermal cotiditg on the instability and wave formation.
Even though the available results reflect somehef important issues introduced by low Pr
number fluids, the mentioned work, due to the laghhputational costs, addresses only laminar
flows which are not completely representative odtsfied flows in industrial application.

Besides DNS, modelization still plays an activeergh the industrial field and it is widely
employed for the analysis of forced regimes, howee evaluation of buoyancy driven flows,
where natural convection plays an important roleflow establishment, often shows wrong
predictions of the temperature and velocity fieldise to the employment of too simple
modelization of the turbulent heat flux. It is catesed therefore highly attractive to possess a
reliable and quick computational tool (e.g. turlmgle modelization for buoyancy turbulent
flows) which can be demonstrated to succeed inuatialg major characteristics of buoyancy
affected flows, such as during thermal stratificati

The purpose of the present work therefore is twd:fo

1. Investigation of the behavior of stratification sedium and buoyancy effect on mixing
layer;
2. Test the influence of the employment of two diffdrapproaches to model the turbulent

heat flux.
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1. Experimental: Domain and Spatial Discretization
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Figure 1 Experimental facility [5].

The experimental facility (Figure 1) studied in [&jnsists of an open channel with a separator
applied at the inlet in order to obtain two paiaflews of different velocities and temperatures.
The open channel configuration was adopted to Hasecquisition of the results during the
experiment [5]. Even though the present work aimadquire knowledge for a closed geometry
(e.g. pipe) the open channel flow resembles halbsed channel flow and related information
can be drawn.

The two regions of the channel are of the samehh€ilg= 0.18 m) and the discretized domain
extends for x/2h = 12.5, while the provided resuléer only to x/2h = 2.5. The spatial
discretization is shown in Figure 2 where a boundayer is created at the bottom wall and
around the separator. Moreover, due to creatiorshefar layer (velocity and temperature
gradients) in the middle of the domain a volumenéfiner was employed to be correctly
simulate velocity and temperature gradient (measoferelevant cells are shown in Figure 2
caption). The top wall was treated walnp conditions in order to avoid the modelization loé t
interface, since not the main objective of the Ibemark the evaluation of the wave formation in
the open surface, which is nevertheless supposkd small and not affecting the flow and the
stratification process. The 2-dimensional domaioved to compute a high resolution of the
mesh without obtaining a too heavy simulation whiliine discretization of the shear layers. The
total number of cells in the grid is less than 600,elements.

The non dimensional numbers governing the flowtheebulk Reynolds number and the bulk
Richardson number representing the ratio betwe@ydncy and inertial forces. The values of
velocity, temperature and non dimensional numbadapted for the present simulation, are
provided in Table 1.

Table 1 Parameter s gover ning the benchmark.

Ui[mis | Uz [mig Tn K] Te[K] AT [K] Ri Re

0.095 0.294 600.15 640.15 40 0.52 °10
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code employed in the present wierkhe commercial code STAR-

layer first cell, 0.1 mm; shear layer closetothewall, 1 mm, shear layer 3.75 mm.
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Figure 2 Geometry and 2D mesh. Solid arrowsrepresent the flow direction. Applied dimensions: 1) boundary

Mathematical M odeling

2.

The computational

CCM+6.02.007 [8]. The equations shown in the néwpters will be solved in second-order

accuracy in space, and second order advancemdintén The convective terms are discretized
with second order upwind scheme. The flow is solasdincompressible and the connection

between continuity and momentum equations is aeliewith Rhie-Chow pressure-velocity

coupling combined with the SIMPLE algorithm. Thendiey is assumed constant during the
calculations and expression of the buoyancy forcehe momentum equation follows the

Boussinesq approximation (truncation to the fingteo of the Taylor expansion). The Unsteady

RANS (URANS) equations which are employed in thalysis are :
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where the term§ﬂ> and <H_u|> need a closure. The study of modelization fordosure terms

have struck the fluid dynamic fields since its Inegng and, the more tested and reliable models
can generally be found in many commercial and mamrmoercial CFD codes. However, while

many different models are implemented for the dlesof the first term ﬁ or Reynolds

stresses), e.@palart-Almaras, k-¢, k-w together with second and third order closure gteoto
take into account the anisotropy of turbulence #od, a simple eddy-diffusivity hypothesis
approach is instead generally found for the tunmbuleeat flux modeling. The last method
consists of setting a constant value for the tuhiuPrandtl number and, following the Reynolds
analogy and, assuming similar behavior betweeriutimilent transport of momentum and heat,
evaluate a turbulent eddy diffusivity. In partiauiadeed,

o =-a, T =Y T

(4)

' ox Prox

whereo; is the eddy diffusivity and the turbulent Prandiimber Pr,) is generally set to 0.9, and
this value will be adopted for the evaluation asttase further in the paper.

As shown by [9], this approach shows issues duapplication of flows with molecular Pr
different from one (e.g. liquid metals) where temgbere and velocity fields develop differently.
Moreover in case, as in stratification, where viéjo@and temperature field are completely
independent and the effect of gravity acts in amyg direction, there is no connection between
the turbulence features of the two fields.

21. Algebraic Heat Flux M odel

Several are the examples of more complete modelghéoturbulent heat flux starting from the
solution of the complete transport equation fos tpiantity and an additional transport equation

for the temperature variancé{). However still modelization must be introduced anodeling

of higher order variables represent always a caraf@d and not reliable task therefore, from the
complete transport equation for the turbulent Heat, a simplified solution can be achieved
through the so called Algebraic Heat Flux Model (#W).
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Accurate description of the AHFM can be found frearious authors, in the present work, for
the implementation and description of the modelrefer to the work done in [10] by Hanjalic
and Kenjeres. The modeling in STAR-CCM+ is not dire available and the one employed
represents a development version for the THINSegtoj

The AHFM is obtained by the truncation of the pammodel differential transport equations for

Ei [11] where the reduced expression assuming pramfueind dissipation ok and & are
locally in balance. The general algebraic expressan be written as:

oy =K Cluu, a—T+c‘9“49u oY, +C2Bgé” |. (5)
' £ b ox, b ox

Equation (5), even though simplified, contains theee major contributor from the transport
equation of the turbulent heat flux, the non-untidy of the thermal field [UT ), the mean rate
of strain (JU,) and the attenuation or amplification of turbulertue to the effect of buoyancy

,[:’g?. It should be noted that neglecting the effeainefin strain of rate and buoyancy leads the

definition of%i to the so called generalized gradient diffusiopdtiiesis, where the turbulent

heat flux still depends basically on the gradiehttemperature but the component of the
Reynolds stresses still influence its value. Inrec® Reynolds stress tensor its replaced with its
trace the formulation of equation (5) collapse® i(#t) or simple gradient diffusion hypothesis
(SGDH).

For the momentum flux the standard Ilow Reynolds yeddiscosity model,

uu; =2/3kd, -v, (8U, /ax; +0U, /ax) was employed. The eddy viscosity is defined as
v, =C,f, k?/e where the formulation of the damping function ised according to the
formulation given by [12].

The closure of the algebraic expression requiras tte four scalar introduceé; e, ?,g{, be
provided from additional transport equations, theee finally our model will need to solve a

four equation modek—g—?—a‘g. The equation are shown hereafter, also the tomhsp

equation fork ande, which contain different gravity contribution resp to the terms present in
case of SGDH, will be shown:

D—k-D +B +P -¢ (6)
Dt

De ,

E_D k(cng(+P+C£3Pg)_C£2f210(€_EO) (7)
D&’

T =D, +2F, - 2, (8)
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J J

p'= fz(Pk + 2;1%] exp(- 0.00375Rg

9 k) 9
D, —a—lei[v +C, fp?ja—xj}
fﬂ:l—exp{—(cdoﬁ+cdl Re+C,, R?EH f,= 1 0.3efp Rk (10)

and the indexy for D, , eq. (10), stands for any variables which is sl the related transport

equation.
Besides the standard coefficients employedkfande equations (= 0.09, ¢ =0.07, G, = Cg3
=1.44, G, = 1.92). the additional coefficients are specifiedable 2.

Table 2 Adopted coefficients.

6u 6u 6u 6u 6 g ) [ Z
C0 Cl CZ C3 Csl C£2 C£3 C£4 Cgs 092 0-89

0.2 0.6 0.6 0.6 1.3 0.0 0.72 2.2 0.8 1.0 13

3. Results

During stratification process a mixing layer is ated for the interaction of two fluids with
different velocity flowing in the same direction. rAixing layer is a region of the flow where
velocity gradients are introduced and turbulencgeiserated. This process introduces additional
stresses which might modify pressure losses in eoisyn to the one evaluated in homogeneous
flows. From the theory is well known that a homages fluid creating a shear layer might
introduce instability whit wave formation insertiat the interface, what is better known as
Kelvin-Helmholtz instability. In the paper the discussion will refeainly on the evaluation of
those characteristics of the flow (i.e. mixing layand instabilities) and the effect that the
modelization might have on their predictions. Agyously anticipated, in the analysis two
modelizations of the turbulent heat flux are empbbyvhich will be referred in the rest of the
paper a\HFM andCongt-Pr.
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3.1. Veocity Fidd Analysis

Iritani et al. [5] evaluated velocity profiles thugh electromagnetic velocimeter probes which
were located at/2h = 2.5, for Ri = 0.52, 0.15, 0.048.

Information on the inlet conditions are not wellsdebed in the paper therefore in the present
analysis the low Ri number experiment was employedrder to compare the data with
simulated isothermal conditions and to assessutrilent intensity of the two current flows.
Results in Figure 3 were achieved with a turbulemensity of 2% showing reasonable
agreement with velocity and Reynolds stresses lprofihe smoother profile of velocity in the
upper layer, leading to a wider shape of Reynoldssses in Figure 3 b) is supposed to depend
on the approximation of slip condition on the toplivexperimental data indeed show some
influence of the open surface probably becausescoilation establishment on the same surface.
Nevertheless the mixing layer prediction in theteeof the domain appears substantially correct.

0.1-

0.05F 0.05¢

Position [m]
o
Position [m]
o

-0.05
-0.05F

-0.1F
0.1+

15

a) x10° b)

Velocity(i) (m/s)

-0.03996 0.04004 0.1200 0.2000 0.2800 0.3600

Mean of Velocity(il (m/s)
003357 004510 0.1238 0.2024 0.2811 0.3598

b)

Figure 4 I so-contour s of instantaneous and time aver age velocity contours of isothermal simulation (Ri = 0).
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It must be noticed that, due to high velocity diffiece between the two streams a Kelvin-
Helmholtz instability is created and the resultsvted in Figure 3 are therefore time averaged.
From Figure 4 indeed a wake creation exists at réaioelocation downstream the baffle
(approximately x/2h =1 from the knife) with a siarilpattern of velocity as evaluated from [13]
which then attenuates further downstream. The ioreatf this kind of instability, as shown in
the figure, increases the momentum transfer irvérgcal direction. In Figure 4 b) indeed in the
same location the development of the mixing laygyears growing quicker and wider for the
time averaged velocity field, symbolizing the entethmomentum transferred.

Velocity profile of the non isothermal case (sedl€al), refer to a relatively high Richardson
number. The general trend of the mixing layer isctdibed by both models and not a real
difference between them can be found in the velqmiediction, at least at x/2h=2.5 from the
separating wall where experimental data are aVailab

O Experiment | |
— Constant Pr

O Experiment| |
— Constant Pr
AHFM

0.1+ 0.1+ )

AHFM

Position [m]
Position [m]
-

-0.051

uv
U*Ul 017 ({J,,( 2
0.1 =T 2 1)

0 02 0.4 0.6 058 i x10° b)
Figure5 a) Veocity profile and b) Reynolds stresses of the non isother mal case. Results plotted at x/2h = 2.5.

In the same way also the prediction of the Reynstdssses appears very similar between the
two models and, in comparison with Figure 3 b) bo#n predict the suppression of the
turbulence caused by the insertion of temperatuiference. The suppression of turbulent
stresses makes the peak of Reynolds stress contpdodie almost half of the isothermal case.

It is not surprising that both models can providgrailar agreement since the location we refer
to is close to the separation region and therdfteerelocity profile is still much influenced from
the conditions imposed by the separator. From tieeaed results indeed the non isothermal
velocity profile is also similar to the isothermahe therefore not high influence of the
temperature on the flow is assessed in this locatiche time averaged analysis.

Nevertheless in Figure 6 a, b), where instantanemisontours of the velocity field are shown,
AHFM and const Rishow a different behavior. In relation to the Isinal case, the oscillation
of the mixing layer predicted by AHFM appears restli@t the location close to the separator
while later it amplifies. On the other hand the [gien modelization of the turbulent heat flux
suppresses the oscillation introduced during tbiheymal case and a steady solution is achieved
even though performing a transient calculation.



The 14" International Topical Meeting on Nuclear Reactbefimalhydraulics, NURETH-14
Toronto, Ontario, Canada, September 25-30, 2011

x/2h =25

Velocity(i) (m/s)
-0.037260 0.042319 0.12190 0.20148 0.28106 0.36063

b)
Figure 6 Veocity field of the non-isothermal case. a) represents the AHFM prediction, b) the const PR;
prediction.

3.1.1. Velocity integral length scale

A quantitative assessment to evaluate the mixiggrl#hickness is theelocity integral length
scale (VILS). In this paper the methodology shown in][Xdr its evaluation was followed,
where the non-dimensional VILS is defined as:

h

6, thuzjh ;= U(y) (U(y)-U,)dy. (1)

Figure 7 shows that the employmentAHFM creates a slight increase in the thickness of the
mixing layer close the separato?Zh = 2.5). This can be explained by the introduction of the
wakes in this location in the domain; comparingurégg4 a) and Figure 6 a) indeed this
consideration appears clear. On the other sideadsthe constant turbulent Pr model shows a
behavior similar to the isothermal case since mmicant influence is predicted due to the
insertion of the temperature field at location x2RB.5. These results assume interest in the case
of pressure drop evaluation. The additional pressueated by the mixing layer should be
depending on the thickness and velocity gradieeteflore, since a non negligible difference is
shown between the two models, the choice of onardsvthe other could influence the final
assessment.
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Figure 7 Velocity Integral Length Scalefor Ri = 0 and Ri = 0.52 with two modelizations.

3.2. Temperature

Introduction of a temperature difference between tthio currents might have a very different
effect on the phenomena occurring in the simulatiodeed a too high Richardson number
should manifest in complete suppression of theabibty reaching a steady solution. In Figure 8
the two models produce nevertheless very differeslts.

Temperature (K)
600.15 608.15 616.15 624.15 632.15 640.15

b

Figure 8 Contours of temperature, top on represents the instantaneous values, bottom th?e average. a) AHFM

results, b) Const-Pr;.
Indeed in a) the AHFM produces a very accentuassillation of the temperature field while,
the temperature difference shows a sort of supjoresst the wake creation for the simpler
model. This behavior can be easily explained iatra@h to the results of the turbulent heat flux
shown in Figure 9 b). In comparison with the expemtal data indeed no model can provide
correct results, nevertheless some important ceraidn can be traced. Const Podel does
show too high turbulent heat flux predictions whean be assumed to influence the creation of
the oscillations; on the other hand instead AHFMarpredicts the behavior, result that can refer
to the high instability predicted by the model.this direction it has to be remembered that this
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analysis represents a preliminary assessment aihtrenal field achieved through the AHFM
and the coefficients provided in [10] are here eyet (see Table 2). The referred study refers
to natural convections flows, while in the presantlysis forced flows with high shear and
buoyancy influence is studied. Therefore a promgraf coefficients, supported by physical
consideration, even though might lead to lack afegality, might help to reproduce the correct
results.

Figure 9 a) moreover shows that no high differeiscenserted in the temperature evaluation.
This characteristic is common in fluids with low lecular Pr numbers where the molecular heat
transfer represents the most important contributievertheless from these results, the models
seem to give influence on the turbulent heat fluxlgation and on the developing of the thermal
and momentum field in relation to the instability.

O Experiment 1 o1k O Experiment | |
— Constant Pr ’ > —— Constant Pr
AHFM . © - O A AHFM

0.05-

Position [m]
Position [m]

01k 0.1

0 02 0.4 0.6 08 1 0 2 4 5
a) x10° b)

Figure9 Temperature a) and turbulent heat flux b) evaluated with the two models at x/2h = 2.5.

Comparison of the temperature integral length s€BIES) (which can be derived easily from
equation (11) substituting velocities with the tethtemperatures) shows that, while close to the
separator the two models have indeed identicaligiied of the temperature, further in the
domain the difference increases. This high diffeeeshould not be related to the different
description of the turbulent heat flux from the twwodels but in particular from the very
different evaluation of the instabilities occurriimgthe thermal and velocity field. An interesting
result is the decrease of the thermal thicknessséolium further in the domain predicted in
location x/2h = 9, result which finds agreementhwitater results [3] with creation of counter-
heat flux. However result further in the domain a@ available and therefore comparison
cannot state which one is the real or the closkater of the sodium flow. Nevertheless the two
models introduce difference in particular for thermal field evaluation downstream the domain
and therefore further evaluation to access how ntiieltwo models can influence the prediction
must be carried out.



The 14" International Topical Meeting on Nuclear Reactbefimalhydraulics, NURETH-14
Toronto, Ontario, Canada, September 25-30, 2011

0.120 -
- EAHFM ||
o 100 -
D 0. A ConstPr A
S @ 0080 A
s 8
5 % 0.060 -
® = [/
o — 0.040
Q.
§ 002
|_
0000 T T T T 1
0 2 4 6 8 10

x/2h
Figure 10 Temperatureintegral thermal thickness evaluated with the two models.

4. Conclusions

An experimental thermally stratified open chanraglism flow has been simulated as validation
of URANS modeling and importance of the phenomefamliquid metals. Comparison of
AHFM with the eddy diffusivity based on the Reymmlahalogy demonstrates the possibility to
obtain different results for physical and turbulencalues with the employment of a more
complete description of the turbulent heat flue.(AHFM). It was found that, even though the
molecular heat transfer for sodium might have énéignfluence, a different modeling of the
effect of turbulence on the heat transferred, migthience the results further in the domain and
final considerations about sodium behavior durirggpgients. On the same machine with same
number of processors the employment of AHFM ne@dé ime longer to perform an iteration.
Since the present case is two-dimensional the drekvis acceptable, nevertheless in 3D domain
the calculation might slow down considerably.

In case CFD with RANS models would have been usedHe evaluation of pressure drop
correlations or persistence of the stratificatiorder PLOF transients, it was shown that the
evaluation of velocity and temperature mixing layeright be highly influenced by the correct
choice of the turbulence model. Nevertheless thdysaims also to demonstrate the possibility
of a stable stratification creation in sodium flowshowing that further experimentally and
computationally studies are needed in this direcfar insight in sodium flow characteristics
during thermal transients.

Acknowledgment

The authors would like to acknowledge the THINSjgebfor providing the present study with
the suitable tools in order to perform simulatiomsh the AHFM and the support received
during the analysis.

5. References

[1] K.E. Kasza, J.P Bobis, W.P. Lawrence, “Overview tbérmal transient induced
buoyancy phenomena in pipe and heat exchanger "flo@semical Engineering
Communication, Vol. 19, 1983, pp. 295-316.



The 14" International Topical Meeting on Nuclear Reactbefimalhydraulics, NURETH-14
Toronto, Ontario, Canada, September 25-30, 2011

[2]

[3]

[4]
[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

Ishida, T. Ogita, K. Kobayashi, M. Maeda, “Turbuentransport phenomena across
stable thermal stratified layer in a rectangulaarotel duct”, Transport Phenomena in
Turbulent Flows Theory, Experiment and Numericah@ation, ed. M. Hirata and N.
Kasagi, pp. 335-348, Hemisphere, New York, 1988.

K. Kobayashi, K. Ishida, M. Maeda, “Turbulent trpogt across stable thermal
stratified layer in a circular pipe”, Proceedind’ 9nternational Heat Transfer
ConferenceJerusalem, Israel, Vol. 5, pp 341-346, 1990.

J. Sakakibara, K. Hishida, M. Maeda, “Measurementhiermally stratified pipe flow
using image-processing techniques”, ExperimenBurds, Vol. 16, 1993, pp. 82-96.
Y. Iritani, K. Nakamura, S. Ueda, A. Cho, S. Ushi, S. Moriya, “Turbulent
characteristics of thermal stratification in a smdiflow,” 4™ International conference
on liguid metal engineering and technolp@988, Vol. 2 Sec. 425.1.

A. B. Cortesi, G. Yadigaroglu, S. Banerjee, “Numatiinvestigation of the formation
of the three-dimensional structures in stably steat mixing layers”, Physics of Fluids,
Vol. 10, No. 6, 1998, pp. 1449-1473.

W. Rodi, “Examples of calculation methods for flamd mixing in stratified fluids”,
Journal of Geophysical Research, Vol. 92, No. @871 pp. 5305-5328.
STAR-CCM+6.02 User’s Guide.

G. Grotzbach, “Anisotropy and buoyancy in nuclaabtilent heat transfer — critical
assessment and needs for modeling”, Forchungsrenfarlsruhe, Wissenschaftliche
Brichte, FZKA 7363, December 2007.

S. Kenjeres, K. Hanjalic, “Convective rolls and hieansfer in finite-length Rayleigh-
Bénard convection: a two-dimensional numerical wtuBhysical Review E, Vol. 62,
No. 6, 2000, pp. 7987-7998.

K. Hanjalic, “One-point closure models for buoyastrwen turbulent flows”, Annual
Review Fluid Mechanics, Vol. 34, 2002, pp. 321-347.

F.S. Lien, W.L. Chen, M.A. Leschziner, "Low-Reynslchumber eddy-viscosity
modelling based on non-linear stress-strain/vayticelations”, _Proc. 3rd Symp. on
Engineering Turbulence Modelling and Measuremefisete, Greece, 27-29 May,
1996.

O. Tommisola, F. Lundell, P. Schlatter, A. WheHrit..D. Soderberg, “Global linear
and non linear stability of viscous confined plavekes with co-flow”, Journal of Fluid
Mechanics, Vol. 675, 2011, pp. 397-434.

C. G. Koop, F. K. Browand, “Instability and turbotee in stratified fluid with shear”,
Journal of Fluid Mechanics, Vol. 93, No. 1, 197p, p35-159.




