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Abstract 
One important issue in understanding and modeling of turbulent heat transfer is the behavior of the 
fluctuating temperature and velocity close to the wall. The usual approach assumes the temperature 
fluctuations to be zero on the wall. This assumption of ideal heat flux wall boundary condition may 
result in the ill-posedness of the energy equation as discussed by Sommer et al. 1994. In the present 
paper constant heat flux boundary condition was assumed, allowing nonzero wall temperature 
fluctuations and the effects of temperature fluctuations close to the wall are investigated using 
the LES simulation approach. The subgrid-scale (SGS) turbulence model for non-unity Prandtl 
numbers by Otic, 2010 is applied to analyze forced convection in a channel at friction velocity-
based Reynolds numbers 390 and 599, for Prandtl numbers 0.701 and 0.022. A simple criteria for 
the contribution of turbulence models to the resolved scales in the entire computational domain is 
provided. Simulation data is statistically analyzed and compared with the DNS results from the 
literature. 

Introduction 

Turbulent forced convection in liquid metal cooled nuclear reactors is of fundamental interest. 
One important issue in understanding and modeling of turbulent heat transfer is the behavior of 
the fluctuating temperature and velocity close to the wall. Common DNS approach is to consider 
the system as fully developed while the wall boundary condition of ideal heat flux is applied, i.e. 
the temperature fluctuations are assumed to be zero on the wall. This assumption of ideal heat flux 
wall boundary condition may result in the ill-posedness of the energy equation as discussed by 
Sommer et al. [1]. Tiselj et al. [2] performed direct numerical simulation of fully developed tur-
bulent velocity and temperature fields in a flume, for friction velocity-based Reynolds number of 
171 and Prandtl number Pr = 1.0 using isoflux wall boundary condition which allows a non-zero 
temperature fluctuations on the wall. Tiselj and colleagues compared their results with the DNS 
by Kawamura et al. [3] where the ideal heat flux boundary condition is applied and found that the 
profile of the mean temperature was not affected by the type of heat flux boundary condition (BC). 
However, they also found that the type of heat flux BC has a profound effect on the statistics of the 
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Abstract
One important issue in understanding and modeling of turbulent heat transfer is the behavior of the
fluctuating temperature and velocity close to the wall. The usual approach assumes the temperature
fluctuations to be zero on the wall. This assumption of ideal heat flux wall boundary condition may
result in the ill-posedness of the energy equation as discussed by Sommer et al. 1994. In the present
paper constant heat flux boundary condition was assumed, allowing nonzero wall temperature
fluctuations and the effects of temperature fluctuations close to the wall are investigated using
the LES simulation approach. The subgrid-scale (SGS) turbulence model for non-unity Prandtl
numbers by Otic, 2010 is applied to analyze forced convection in a channel at friction velocity-
based Reynolds numbers 390 and 599, for Prandtl numbers 0.701 and 0.022. A simple criteria for
the contribution of turbulence models to the resolved scales in the entire computational domain is
provided. Simulation data is statistically analyzed and compared with the DNS results from the
literature.

Introduction

Turbulent forced convection in liquid metal cooled nuclearreactors is of fundamental interest.
One important issue in understanding and modeling of turbulent heat transfer is the behavior of
the fluctuating temperature and velocity close to the wall. Common DNS approach is to consider
the system as fully developed while the wall boundary condition of ideal heat flux is applied, i.e.
the temperature fluctuations are assumed to be zero on the wall. This assumption of ideal heat flux
wall boundary condition may result in the ill-posedness of the energy equation as discussed by
Sommeret al. [1]. Tiselj et al. [2] performed direct numerical simulation of fully developed tur-
bulent velocity and temperature fields in a flume, for friction velocity-based Reynolds number of
171 and Prandtl numberPr = 1.0 using isoflux wall boundary condition which allows a non-zero
temperature fluctuations on the wall. Tiselj and colleaguescompared their results with the DNS
by Kawamuraet al. [3] where the ideal heat flux boundary condition is applied and found that the
profile of the mean temperature was not affected by the type ofheat flux boundary condition (BC).
However, they also found that the type of heat flux BC has a profound effect on the statistics of the
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temperature fluctuations in the near-wall region. In the case where thermal conductivity of wall 
and fluid are strongly different ideal heat flux BC may reflect the physical mechanisms of turbulent 
convection correctly. If thermal conductivity of walls and fluid are similar as in the case of liquid 
metal convection the ideal heat flux wall boundary condition may be insufficient. In addition the 
assumption of zero temperature fluctuations at the walls can not explain the thermal streaks on the 
wall. 
For nuclear engineering and design computational fluid dynamics (CFD) codes are commonly ap-
plied. CFD calculations usually apply statistical turbulence closures based on Reynolds-averaged 
Navier-Stokes (RANS) equations. For RANS modeling the similarity of velocity and tempera-
ture over all scales is assumed and statistical turbulent Prandtl number models or algebraic heat 
flux models based on the turbulent kinetic energy and its dissipation rate are commonly applied. 
In this case the problem is twofold: a) Possibly incorrect wall boundary condition; b) The no-
slip boundary condition for the velocity induce vanishing temperature fluctuations near the walls. 
Same deficiencies may occur for the near wall approximations applied to LES. 
Analysis, development and validation of turbulence models require turbulence data provided from 
experiments and detailed numerical simulations like large eddy simulation (LES) or direct numer-
ical simulation (DNS). In large eddy simulation, the three-dimensional time dependent large scale 
field is computed directly from the filtered equations and the effects of the small unresolved scales 
are modeled. The severe Reynolds number restriction in direct numerical simulations (DNS), is 
largely reduced in LES. This advantage is obtained at the expense of modeling the small scales, 
the so called subgrid scales (SGS). However, since the small scales are presumably more homoge-
neous and isotropic then the large scales, it should be possible to parametrize the small scales using 
simple and more general models. The simple approach applied to numerous LES calculations is 
the SGS turbulent Prandtl number (Prscs). 
In the present paper the constant heat flux boundary condition was assumed, allowing nonzero wall 
temperature fluctuations and the effects of temperature fluctuations close to the wall are investi-
gated using LES approach. The near wall range is resolved and subgrid-scale (SGS) turbulence 
model for non-unity Prandtl number by Otic [4] is applied to analyze forced convection in a chan-
nel at friction velocity-based Reynolds numbers of 390 and 599, for Prandtl numbers 0.701 and 
0.022. Simulation data is statistically analyzed and compared with the DNS results from the lit-
erature. It is shown that temperature fluctuations are of great importance near the wall in both 
cases. Therefore, if the near wall region is approximated turbulence models must account for the 
temperature variance. A simple criteria for the contribution of turbulence models to the resolved 
scales in the entire computational domain is also provided. 

1. Numerical method 

1.1. Basic Equations 
The governing equations for the velocity field are filtered Navier-Stokes and continuity equations 
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temperature fluctuations in the near-wall region. In the case where thermal conductivity of wall
and fluid are strongly different ideal heat flux BC may reflect the physical mechanisms of turbulent
convection correctly. If thermal conductivity of walls andfluid are similar as in the case of liquid
metal convection the ideal heat flux wall boundary conditionmay be insufficient. In addition the
assumption of zero temperature fluctuations at the walls cannot explain the thermal streaks on the
wall.
For nuclear engineering and design computational fluid dynamics (CFD) codes are commonly ap-
plied. CFD calculations usually apply statistical turbulence closures based on Reynolds-averaged
Navier-Stokes (RANS) equations. For RANS modeling the similarity of velocity and tempera-
ture over all scales is assumed and statistical turbulent Prandtl number models or algebraic heat
flux models based on the turbulent kinetic energy and its dissipation rate are commonly applied.
In this case the problem is twofold:a) Possibly incorrect wall boundary condition;b) The no-
slip boundary condition for the velocity induce vanishing temperature fluctuations near the walls.
Same deficiencies may occur for the near wall approximationsapplied to LES.
Analysis, development and validation of turbulence modelsrequire turbulence data provided from
experiments and detailed numerical simulations like largeeddy simulation (LES) or direct numer-
ical simulation (DNS). In large eddy simulation, the three-dimensional time dependent large scale
field is computed directly from the filtered equations and theeffects of the small unresolved scales
are modeled. The severe Reynolds number restriction in direct numerical simulations (DNS), is
largely reduced in LES. This advantage is obtained at the expense of modeling the small scales,
the so called subgrid scales (SGS). However, since the smallscales are presumably more homoge-
neous and isotropic then the large scales, it should be possible to parametrize the small scales using
simple and more general models. The simple approach appliedto numerous LES calculations is
the SGS turbulent Prandtl number (PrSGS).
In the present paper the constant heat flux boundary condition was assumed, allowing nonzero wall
temperature fluctuations and the effects of temperature fluctuations close to the wall are investi-
gated using LES approach. The near wall range is resolved andsubgrid-scale (SGS) turbulence
model for non-unity Prandtl number by Otic [4] is applied to analyze forced convection in a chan-
nel at friction velocity-based Reynolds numbers of 390 and 599, for Prandtl numbers 0.701 and
0.022. Simulation data is statistically analyzed and compared with the DNS results from the lit-
erature. It is shown that temperature fluctuations are of great importance near the wall in both
cases. Therefore, if the near wall region is approximated turbulence models must account for the
temperature variance. A simple criteria for the contribution of turbulence models to the resolved
scales in the entire computational domain is also provided.

1. Numerical method

1.1. Basic Equations
The governing equations for the velocity field are filtered Navier-Stokes and continuity equations
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where bar denotes filtering, U, is the velocity vector, p the pressure, Su = vD,J the viscous stress 

tensor, v the molecular viscosity, Du = ( + 2) the strain rate tensor and By the SGS tensor. 
The filtered temperature equation reads 

Jr + NJ T _  f KfT 

ft At j 
(2) 

where T is the temperature and lc the thermal diffusivity. The scalar flux q j  represents transport 
of T due to turbulent scales too small to be resolved on the computational grid. Here the filtering 
operator F denotes the average over the computational grid cell for any quantity F and f =F -F 
the deviation thereof. 

1.2. Subgrid-Scale Models 
In this study we apply an eddy-viscosity SGS model to account for unresolved scales of the velocity 
field. This modeling is based on the hypothesis that the deviatoric part of the SGS stress tensor is 
locally aligned with the filtered deviatoric part of the strain rate tensor, 

Bli = 2/3KI — vsGspg, 

K= 1/2 tr(B,j ), = Du —1 /31r0N1)1, (3) 

where Kis the SGS kinetic energy, I the unit tensor and VSGS the SGS eddy viscosity. The transport 
equation for K can be derived by contracting the transport equation for By. The closure problem 
is therefore, the determination of K and VsGs. Assuming local equilibrium the modeled equation 
for K reads 

f K f(CI JA1 
—BuDu + f (vsGsfiC (4) 

ft Ai fzj

where VsGs = CyAK1P, A is the filter width and Cy, Cs are empirical coefficients. The dynamic 
procedure first introduced by Germano [5] can be applied to determine the coefficient Cy. This 
results in a dynamic one equation model (see e.g. Ghosal, Lund, Moin and Akselvoll [6] or Fureby, 
Tabor, Weller and Gosman [7]). In this study the dynamic one equation SGS model for the velocity 
field is used. This model provides for the proper asymptotic behavior of the stresses near the wall, 
and it vanishes in laminar flow without intermittency functions. 
To close the energy equation (2), q j  must be modeled. A widely applied gradient diffusion model 
reads 

fT 
= —Icscs fxj, 

with the turbulent eddy diffusivity Er defined as 

VSGS 
KSGS —

PrSGS 

(5) 

(6) 

where PrsGs is the SGS turbulent Prandtl number. Based on one equation subgrid model for the 
velocity field and on the temperature and velocity spectra of the unresolved scales an one equation 
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where bar denotes filtering,Ui is the velocity vector,p the pressure,Si j = νDi j the viscous stress

tensor,ν the molecular viscosity,Di j = (∂Ui
∂x j

+
∂U j

∂xi
) the strain rate tensor andBi j the SGS tensor.

The filtered temperature equation reads

∂T
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∂x j
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∂
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κ
∂T
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−q j

)

, (2)

whereT is the temperature andκ the thermal diffusivity. The scalar fluxq j represents transport
of T due to turbulent scales too small to be resolved on the computational grid. Here the filtering
operatorF denotes the average over the computational grid cell for anyquantityF and f = F −F
the deviation thereof.

1.2. Subgrid-Scale Models
In this study we apply an eddy-viscosity SGS model to accountfor unresolved scales of the velocity
field. This modeling is based on the hypothesis that the deviatoric part of the SGS stress tensor is
locally aligned with the filtered deviatoric part of the strain rate tensor,

Bi j = 2/3KI −νSGSDD
i j ,

K = 1/2 tr(Bi j ), DD
i j = Di j −1/3tr(Di j )I , (3)

whereK is the SGS kinetic energy,I the unit tensor andνSGSthe SGS eddy viscosity. The transport
equation forK can be derived by contracting the transport equation forBi j . The closure problem
is therefore, the determination ofK andνSGS. Assuming local equilibrium the modeled equation
for K reads

∂K
∂t

+
∂(U jK)

∂x j
=−Bi j Di j +

∂
∂x j

(νSGS
∂K
∂x j

)−Cε∆−1K3/2, (4)

whereνSGS= Cν∆K1/2, ∆ is the filter width andCν, Cε are empirical coefficients. The dynamic
procedure first introduced by Germano [5] can be applied to determine the coefficientCν. This
results in a dynamic one equation model (see e.g. Ghosal, Lund, Moin and Akselvoll [6] or Fureby,
Tabor, Weller and Gosman [7]). In this study the dynamic one equation SGS model for the velocity
field is used. This model provides for the proper asymptotic behavior of the stresses near the wall,
and it vanishes in laminar flow without intermittency functions.
To close the energy equation (2),q j must be modeled. A widely applied gradient diffusion model
reads

q j =−κSGS
∂T
∂x j

, (5)

with the turbulent eddy diffusivityκt defined as

κSGS=
νSGS

PrSGS
, (6)

wherePrSGSis the SGS turbulent Prandtl number. Based on one equation subgrid model for the
velocity field and on the temperature and velocity spectra ofthe unresolved scales an one equation
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Test case Pr Rey PrSGS N1 X N2 X N3 
A 0.701 390 0.45 120 x 120 x 96 
B 0.022 390 2.5 120 x 120 x 96 
C 0.022 598 2.5 140 x 140 x 140 

Table 1 
Test case summary 

subgrid model for liquid metal forced convection is derived by Otic, [4]. The model provides 
an estimate for subgrid turbulent Pmndtl number (PrsGs) which accounts for effects of molecular 
fluid properties on the energy transfer at low to moderate Peclet numbers. The SGS heat flux model 
derived in [4] reads 

KsGs 
G.

( t ip )(1 /2)pr (4 /9)AK1 /2 
(7) 

where the coefficients a and p are determined from the experimental results and turbulence theory 
as 

a ti 1.6, p 1.3, (8) 

(see e.g. Monin and Yaglom [8] and llinze [9]). For Pr = 1 the equation (7) yields &say = 0.457. 
This SGS turbulent Prandtl number is close to the value 0.42 which is widely used for turbulent 
convection in air (see e.g. Deardorf [10]). For Pr = 0.022 the SGS turbulent Prandil number 
estimated using (7) is 2.495. The above equation together with the dynamic one-equation model 
introduced in the previous subsection represents the suggested SGS model for liquid metal forced 
convection. In the next section this approach is applied to simulate turbulent forced convection in 
a channel. 

2. Simulation results and discussion 

A relevant test case for examination of the LES results is the channel flow, where DNS and ex-
perimental data are available for comparison. In this study two cases of passive scalar transport 
in turbulent channel flow are performed for Prandil numbers 0.701 and 0.022 at friction velocity 
based Reynolds numbers Re, = 390 and 598 (see Table 1). The channel is confined with two 
parallel plates 2/1 apart, where h is the channel half-width. The computational domain for both 
cases is 6h x 2h x 3h in the streamwise, cross-stream and spanwise directions, respectively. The 
flow is driven by a fixed mass flow rate in the streamwise direction. No-slip conditions are used at 
the walls while the periodic boundary conditions are applied on other boundaries. Constant wall 
heat flux of 20 W/m2 is considered at both walls while the initial temperature of wall and fluid is 
chosen as 500°K. The filtered equations are discretized using the finite volume method. The algo-
rithm is second order accurate both in space and time and the governing equations are considered 
in the dimensional elm. Time step is specified based on the requirement that maximum Courant 
number (Co) is below 0.5. The system of algebraic equations is solved by an incomplete Cholesid 
conjugate gradient method and the predictor-corrector PISO scheme for pressure is applied. The 
calculations presented here are performed using the OpenFOAM CFD toolbox, see e.g. Weller et 
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Test case Pr Reτ PrSGS N1×N2×N3

A 0.701 390 0.45 120×120×96
B 0.022 390 2.5 120×120×96
C 0.022 598 2.5 140×140×140

Table 1
Test case summary

subgrid model for liquid metal forced convection is derivedby Otic, [4]. The model provides
an estimate for subgrid turbulent Prandtl number (PrSGS) which accounts for effects of molecular
fluid properties on the energy transfer at low to moderate Péclet numbers. TheSGSheat flux model
derived in [4] reads

κSGS=Cν(4α/β)(1/2)Pr(4/9)∆K1/2, (7)

where the coefficientsα andβ are determined from the experimental results and turbulence theory
as

α ∼ 1.6, β ∼ 1.3, (8)

(see e.g. Monin and Yaglom [8] and Hinze [9]). ForPr = 1 the equation (7) yieldsPrSGS= 0.457.
This SGS turbulent Prandtl number is close to the value 0.42 which is widely used for turbulent
convection in air (see e.g. Deardorf [10]). ForPr = 0.022 the SGS turbulent Prandtl number
estimated using (7) is 2.495. The above equation together with the dynamic one-equation model
introduced in the previous subsection represents the suggested SGS model for liquid metal forced
convection. In the next section this approach is applied to simulate turbulent forced convection in
a channel.

2. Simulation results and discussion

A relevant test case for examination of the LES results is thechannel flow, where DNS and ex-
perimental data are available for comparison. In this studytwo cases of passive scalar transport
in turbulent channel flow are performed for Prandtl numbers 0.701 and 0.022 at friction velocity
based Reynolds numbersReτ = 390 and 598 (see Table 1). The channel is confined with two
parallel plates 2h apart, whereh is the channel half-width. The computational domain for both
cases is 6h×2h×3h in the streamwise, cross-stream and spanwise directions, respectively. The
flow is driven by a fixed mass flow rate in the streamwise direction. No-slip conditions are used at
the walls while the periodic boundary conditions are applied on other boundaries. Constant wall
heat flux of 20W/m2 is considered at both walls while the initial temperature ofwall and fluid is
chosen as 500◦K. The filtered equations are discretized using the finite volume method. The algo-
rithm is second order accurate both in space and time and the governing equations are considered
in the dimensional form. Time step is specified based on the requirement that maximum Courant
number (Co) is below 0.5. The system of algebraic equations is solved by an incomplete Choleski
conjugate gradient method and the predictor-corrector PISO scheme for pressure is applied. The
calculations presented here are performed using the OpenFOAM CFD toolbox, see e.g. Welleret
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al. [11]. The initial isothermal constant velocity field was integrated in time until the fully devel-
oped state is reached. Subsequently the computations are carried out until the passive scalar fields 
reached statistically steady states. For the cases A and B the initial velocity field is introduced from 
the previous calculation and the passive scalar is introduced independently for both cases. 

(a) 
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0.1 1 10 100 

y+ 

Fig. 1 : Mean velocity. (a) Re, rs, 390: —, DNS MKM; x, DNS KAM; 0, LES case A. 
(b) Re, rs, 600: —, DNS MKM; x, DNS AKM; 0, present LES case C. 

Statistical results are normalized by the friction velocity uti and and the wall surface heat flux 
T- = (lc  fY w)/uti. Throughout the paper the superscript + assign a non-dimensional quantity ' 
scaled by wall variables e.g. y+ = yu,lv and T+ = (T)IT,. To compare with the DNS data the 
mean temperature profile is considered as (T) — (T). 
Kawamura et al. [3], hereafter KAM, and Abe et al. [12], hereafter AKM, performed DNS of 
turbulent heat transfer in channel flow at Re, = 395 and 640 for both Pr = 0.71 and 0.025. In these 
simulations passive scalar is introduced as the ideal isoflux heat BC from both walls. These and 
isothermal DNS data for Re, = 395 and 590 by Moser et al. [13], hereafter MKM, are also used for 
comparisons. To evaluate the present LES results the mean velocity profile and root-mean-square 
(rms) values are shown and compared with the DNS results by Moser et al. [13], Kawamura et 
al. [3], and Abe et al. [12]. The LES results for the mean velocities are in very good agreement 
with DNS, Fig. 1. Because of the higher Reynolds number the results of Abe et al. [12] differs 
slightly in the channel central region as compared to the DNS results by Moser et al. [13] and to 
the present LES (case C, Fig. 1 b). 
In figure 2 velocity root-mean-square (rms) values evaluated from the LES are presented and com-
pared with the DNS results. Figure 2 indicate a very good agreement of the LES results with the 
DNS. However, for Re, rs, 600 there is a small discrepancy for UiRms in the range y+ of 100 — 300 
compared to the results by Moser et al. [13], figure 2 (b). Because of the higher Reynolds number 
the results of Abe et al. [12] are slightly different then the DNS by Moser et al. [13] and the present 
LES, figure 2 (b). 
In the following we present a criteria for the SGS model contribution. This simple criteria allows 
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al. [11]. The initial isothermal constant velocity field was integrated in time until the fully devel-
oped state is reached. Subsequently the computations are carried out until the passive scalar fields
reached statistically steady states. For the casesA andB the initial velocity field is introduced from
the previous calculation and the passive scalar is introduced independently for both cases.

(a) (b)

Fig. 1 : Mean velocity. (a) Reτ ∼ 390: —, DNS MKM; ×, DNS KAM; ◦, LES case A.
(b) Reτ ∼ 600: —, DNS MKM; ×, DNS AKM; ◦, present LES case C.

Statistical results are normalized by the friction velocity uτ and and the wall surface heat flux
Tτ = (κ∂〈T〉

∂y

∣

∣

w)/uτ. Throughout the paper the superscript+ assign a non-dimensional quantity

scaled by wall variables e.g.y+ = yuτ/ν andT+ = 〈T〉/Tτ. To compare with the DNS data the
mean temperature profile is considered as〈T〉

∣

∣

w−〈T〉.
Kawamura et al. [3], hereafter KAM, and Abe et al. [12], hereafter AKM, performed DNS of
turbulent heat transfer in channel flow atReτ = 395 and 640 for bothPr = 0.71 and 0.025. In these
simulations passive scalar is introduced as the ideal isoflux heat BC from both walls. These and
isothermal DNS data forReτ = 395 and 590 by Moseret al.[13], hereafter MKM, are also used for
comparisons. To evaluate the present LES results the mean velocity profile and root-mean-square
(rms) values are shown and compared with the DNS results by Moseret al. [13], Kawamuraet
al. [3], and Abeet al. [12]. The LES results for the mean velocities are in very goodagreement
with DNS, Fig. 1. Because of the higher Reynolds number the results of Abeet al. [12] differs
slightly in the channel central region as compared to the DNSresults by Moseret al. [13] and to
the present LES (caseC, Fig. 1 b).
In figure 2 velocity root-mean-square (rms) values evaluated from the LES are presented and com-
pared with the DNS results. Figure 2 indicate a very good agreement of the LES results with the
DNS. However, forReτ ∼ 600 there is a small discrepancy foru1RMS in the rangey+ of 100−300
compared to the results by Moseret al. [13], figure 2 (b). Because of the higher Reynolds number
the results of Abeet al.[12] are slightly different then the DNS by Moseret al.[13] and the present
LES, figure 2 (b).
In the following we present a criteria for the SGS model contribution. This simple criteria allows
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(a) (b) 

100 200 300 400 200 400 600 

Fig. 2 : 141RmS. (a) ReT rs, 390: —, DNS MKM; x, DNS KAM; Present LES, case A: 0, U1RMS; 
A, ups; 1119 u3 S. (b) ReT rs, 600: —, DNS MKM; x, DNS AKM; Symbols represent the 
same as in a) for present LES, case C. 

an iterative simulation procedure where the level of approximation can be adjusted. Here the 
governing equations (1) and (2) are solved in the dimensional form using constant fluid properties. 
Since turbulent eddy viscosity and turbulent eddy diffusivity modeling is applied, (equations (1) -
(5)), a simple rearrangement of the viscosity and diffusivity terms yields 

VSGS)v (1 
v 

K , , KsGs) (9)
1- 

K 

The dimensionless ratios (vsGs/v) and (csGs/K) provide a simple criteria for the contribution 
of SGS turbulence models in the entire computational domain. It is a simple measure for the 
contribution of SGS models to the resolved scales. Main advantages are: a) no sophisticated post-
processing is required as e.g. data filtering over some wave number range; b) the local spatial 
resolution is evaluated over every computational cell without additional computations. 
The discussion on spatial resolution requirements is carried on over the last fourty years. However, 
apart of few well established integral criteria like /?e9/4 for the resolution of the Kolmogorov 
scale, there is still no general a priori estimate for local mesh resolution (although some attempts 
are done). The reason is plausible; there is no general geometry, no general mesh structure, no 
universal turbulence model and no universal scaling law. 
Applying the criteria (9) an iterative simulation procedure is presented in the following. Using this 
procedure a simulation can be performed at a chosen level of approximation. 
The procedure reads: 

1. Estimate coarse mesh using some integral criteria (e.g. /?e9/8 resolution requirement for the 
inertial subrange) and define the flow-through time (e.g. Rayleigh-Benard case is different 
from pipe flow), 

2. Generate mesh and perturb initial velocity field, 
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(a) (b)

Fig. 2 : uiRMS. (a)Reτ ∼ 390: —, DNS MKM; ×, DNS KAM; Present LES, case A:◦, u1RMS;
△, u2RMS; �, u3RMS. (b) Reτ ∼ 600: —, DNS MKM; ×, DNS AKM; Symbols represent the
same as in a) for present LES, case C.

an iterative simulation procedure where the level of approximation can be adjusted. Here the
governing equations (1) and (2) are solved in the dimensional form using constant fluid properties.
Since turbulent eddy viscosity and turbulent eddy diffusivity modeling is applied, (equations (1) -
(5)), a simple rearrangement of the viscosity and diffusivity terms yields

ν
(

1+
νSGS

ν

)

,

κ
(

1+
κSGS

κ

)

. (9)

The dimensionless ratios(νSGS/ν) and (κSGS/κ) provide a simple criteria for the contribution
of SGS turbulence models in the entire computational domain. It is a simple measure for the
contribution of SGS models to the resolved scales. Main advantages are: a) no sophisticated post-
processing is required as e.g. data filtering over some wave number range; b) the local spatial
resolution is evaluated over every computational cell without additional computations.
The discussion on spatial resolution requirements is carried on over the last fourty years. However,
apart of few well established integral criteria likeRe9/4 for the resolution of the Kolmogorov
scale, there is still no general a priori estimate for local mesh resolution (although some attempts
are done). The reason is plausible; there is no general geometry, no general mesh structure, no
universal turbulence model and no universal scaling law.
Applying the criteria (9) an iterative simulation procedure is presented in the following. Using this
procedure a simulation can be performed at a chosen level of approximation.
The procedure reads:

1. Estimate coarse mesh using some integral criteria (e.g.Re9/8 resolution requirement for the
inertial subrange) and define the flow-through time (e.g. Rayleigh-Bénard case is different
from pipe flow),

2. Generate mesh and perturb initial velocity field,
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3. After two flow-through times evaluate criteria (9), 

a) If sharp peaks exist in the fields of (vsGs/v) and (KsGs/K) restructure the mesh to avoid 
them, 

b) Else, continue, 

4. Refine the mesh so that the local maxima of (vsGs/v) and (KsGs/K) are below your level 
of approximation (e.g. in this case the contribution of SGS model is chosen to be less then 
10%, see the following discussion), 

5. Interpolate previous results to the finer mesh, 

6. After two flow-through times evaluate the averaged criteria (9), 

a) If sharp peaks exist go to 3. and repeat the steps. 

b) If the required level of approximation is not satisfied go to 4. and repeat the steps. 

c) Else, continue. 

For non-buoyant flow scalar transport is first introduced at the procedure step 6. c). In general, 
profiles of (vsGs/v) and (KsGs/K) should be smooth functions. Steep gradients in the proximity 
of the local maxima (or minima) indicate inadequate mesh structure which should be corrected. 
Apart of the criteria check, the procedure steps 1., 2., 4. and 5. are essentially common simula-
tion practice. The main advantage of this procedure is that no additional computational costs are 
introduced. 
Figure 3 show the distribution of the averaged criteria (9) after forty flow-through times. It is worth 
to notice that no significant difference between the averaged criteria after two and after forty flow-
through times could be observed for these simulations. Figure 3 (a) shows the smooth distribution 
of the averaged criteria (vsGs)/v for LES cases B and C. The maximum contribution of the SGS 
model do not exceed 7%. This indicates that LES cases are well posed. The figure 3 (a) also 
indicate correct vanishing behavior of the dynamic one equation model in the near wall region. 
The number of mesh cells in the DNS by Kawamura et al. [3] for Re, rs, 395, is about 8.4 million 
where the present LES use about 1.4 million cells, see table 1. The DNS by Abe et al. [12], 
Re., = 640, is fourth order accurate very high resolution simulation in the 12.8 x 2 x 6.4 box. The 
number of mesh cells used in this DNS ([12]) is about 248 million where 256 grid points between 
the walls are used. The number of mesh cells used in the present LES case C is about 2.7 million 
where 140 grid points between the walls are used, see table 1. 
Figure 3 (b) shows the smooth distribution of the averaged criteria (KsGs)/K for LES cases B and 
C. The maximum contribution of the SGS model to the temperature field is about 0.06% at y+ rsd 

10, i.e. negligibly small. Liquid metal convection is characterized by large thermal diffusivity 
compared to the molecular viscosity i.e. small Prandtl number Pr = v/K. Hence, the small scale 
energy spectra of the temperature field decays much faster than the energy spectra of the velocity 
field and the temperature field is dominated by the large scale motion. Therefore, it is almost 
obvious that for Pr << 1 follows PrsGs > 1, see e.g. Tennekes and Lumley [14]. Modeling 
approach applied here estimates PrsGs rsd 2.5, see table 1. An arbitrary setting of PrsGs = 1 will 
increase the maximum contribution of the SGS model to the temperature field to 0.15%, i.e. still 
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3. After two flow-through times evaluate criteria (9),

a) If sharp peaks exist in the fields of(νSGS/ν) and(κSGS/κ) restructure the mesh to avoid
them,

b) Else, continue,

4. Refine the mesh so that the local maxima of(νSGS/ν) and(κSGS/κ) are below your level
of approximation (e.g. in this case the contribution of SGS model is chosen to be less then
10%, see the following discussion),

5. Interpolate previous results to the finer mesh,

6. After two flow-through times evaluate the averaged criteria (9),

a) If sharp peaks exist go to 3. and repeat the steps.

b) If the required level of approximation is not satisfied go to 4. and repeat the steps.

c) Else, continue.

For non-buoyant flow scalar transport is first introduced at the procedure step 6. c). In general,
profiles of(νSGS/ν) and(κSGS/κ) should be smooth functions. Steep gradients in the proximity
of the local maxima (or minima) indicate inadequate mesh structure which should be corrected.
Apart of the criteria check, the procedure steps 1., 2., 4. and 5. are essentially common simula-
tion practice. The main advantage of this procedure is that no additional computational costs are
introduced.
Figure 3 show the distribution of the averaged criteria (9) after forty flow-through times. It is worth
to notice that no significant difference between the averaged criteria after two and after forty flow-
through times could be observed for these simulations. Figure 3 (a) shows the smooth distribution
of the averaged criteria〈νSGS〉/ν for LES casesB andC. The maximum contribution of the SGS
model do not exceed 7%. This indicates that LES cases are wellposed. The figure 3 (a) also
indicate correct vanishing behavior of the dynamic one equation model in the near wall region.
The number of mesh cells in the DNS by Kawamuraet al. [3] for Reτ ∼ 395, is about 8.4 million
where the present LES use about 1.4 million cells, see table 1. The DNS by Abe et al. [12],
Reτ = 640, is fourth order accurate very high resolution simulation in the 12.8×2×6.4 box. The
number of mesh cells used in this DNS ([12]) is about 248 million where 256 grid points between
the walls are used. The number of mesh cells used in the present LES caseC is about 2.7 million
where 140 grid points between the walls are used, see table 1.
Figure 3 (b) shows the smooth distribution of the averaged criteria 〈κSGS〉/κ for LES casesB and
C. The maximum contribution of the SGS model to the temperature field is about 0.06% aty+ ∼
10, i.e. negligibly small. Liquid metal convection is characterized by large thermal diffusivity
compared to the molecular viscosity i.e. small Prandtl number Pr = ν/κ. Hence, the small scale
energy spectra of the temperature field decays much faster than the energy spectra of the velocity
field and the temperature field is dominated by the large scalemotion. Therefore, it is almost
obvious that forPr << 1 follows PrSGS> 1, see e.g. Tennekes and Lumley [14]. Modeling
approach applied here estimatesPrSGS∼ 2.5, see table 1. An arbitrary setting ofPrSGS= 1 will
increase the maximum contribution of the SGS model to the temperature field to 0.15%, i.e. still
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100 

negligibly small. Since the turbulence model show correct near wall and overall behavior and 
introduces negligibly small computational costs for the calculations of the temperature field as 
compared to the overall simulation costs, there is no need to switch it off even for these low Peclet 
number cases (Per = Re, x Pr). Figure 4 shows the distribution of the averaged criteria (vsGs)/v 
and (KsGs)/K for the LES case A. The maximum contribution of the SGS model to the temperature 
field is about 11% at y+ rs, 10. 
For comparison of the temperature fields two sets of DNS data for Re, rs, 390 are used. Kawamura 
et al. [3] performed second order accurate DNS in the 6.4 x 2 x 3.2 box with the resolution of 
256 x 128 x 256 mesh points. In the same group, fourth order accurate very high resolution DNS 
in the 12.8 x 2 x 6.4 box with the resolution of 512 x 192 x 512 for the same Re, = 395 and 
Pr = 0.71 was performed, see Abe et al. [12]. The mean temperature profiles for Pr rs, 0.7 and 
0.022 as ratio T+ !Pr are given in Fig. 5 (a) and (b), respectively. 
For the case Pr rs, 0.7 the LES mean temperature profiles are nearly identical with the second order 
accurate DNS despite the different thermal boundary conditions, Fig. 5 (a). It is found that the 
mean temperature profile does not depend on the type of the boundary condition. These results are 
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Fig. 4 : Reτ ∼ 390, LES case A:◦, 〈νSGS〉/ν; �, 〈κSGS〉/κ.

negligibly small. Since the turbulence model show correct near wall and overall behavior and
introduces negligibly small computational costs for the calculations of the temperature field as
compared to the overall simulation costs, there is no need toswitch it off even for these low Péclet
number cases(Peτ = Reτ ×Pr). Figure 4 shows the distribution of the averaged criteria〈νSGS〉/ν
and〈κSGS〉/κ for the LES caseA. The maximum contribution of the SGS model to the temperature
field is about 11% aty+∼ 10.
For comparison of the temperature fields two sets of DNS data for Reτ ∼ 390 are used. Kawamura
et al. [3] performed second order accurate DNS in the 6.4× 2× 3.2 box with the resolution of
256×128×256 mesh points. In the same group, fourth order accurate very high resolution DNS
in the 12.8× 2× 6.4 box with the resolution of 512× 192× 512 for the sameReτ = 395 and
Pr = 0.71 was performed, see Abeet al. [12]. The mean temperature profiles forPr ∼ 0.7 and
0.022 as ratioT+/Pr are given in Fig. 5 (a) and (b), respectively.
For the casePr ∼ 0.7 the LES mean temperature profiles are nearly identical withthe second order
accurate DNS despite the different thermal boundary conditions, Fig. 5 (a). It is found that the
mean temperature profile does not depend on the type of the boundary condition. These results are
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Fig. 5 : T+ !Pr. (a) Pr , 0.7: —, DNS KAM; x, DNS AKM; 0, LES case A. (b) Pr rs, 0.022: 
—, DNS KAM; x, DNS AKM; 0, LES case B. 

consistent with the results by Tiselj et al. [2] for Re, rs, 180 and Pr = 1. The fourth order accurate 
DNS [12] indicates slightly lower mean temperature at y+ above 300, Fig. 5 (a). For the case 
Pr , 0.022 similar behavior can be observed. However, the discrepancy between second to the 
forth order accurate simulations is very small. 
Figure 6 shows normalized temperature rms values Or+nislPr. In addition to the second and forth 
order accurate DNS data by [3] and [12] also the DNS results by Tiselj et al. [2] and Kawamura et 
al. [3] for Re, rs, 180 and Pr =1 are included for comparison, figure 6 (a). In figure 6 (a) results 
by Kawamura et al. [3] (dashed line) are compared with the results by Tiselj et al. [2] (squares) 
for Re, rs, 180. LES results (circle) and DNS results ( x and straight line) for Re, rs, 390 are also 
compared in the figure 6 (a). The main difference is observed for temperature rms near the wall. 
Temperature fluctuations retain a nonzero value on the wall for isoflux boundary condition. Apart 
of the thermal boundary layer no influence of different BC can be observed. The fourth order 
accurate DNS [12] indicates slightly higher 0,+ ms at y+ around 20. In figure 6 (b) LES results 
(circle) are compared with DNS results ( x and straight line) for Pr rs, 0.022. The same effect as in 
the case Pr rs, 0.7 can be observed, i.e. the temperature fluctuations retain a nonzero on the wall 
for isoflux boundary condition. The discrepancy between second and forth order DNS is more 
pronounced in this case, figure 6 (b). 
The normalized mean temperature profiles T+ !Pr for Re, rs, 600 and Pr rs, 0.022 are presented in 
Fig. 7 (a). the mean temperature profile does not depend on the type of the boundary condition 
also in this case. However, small discrepancy between second order accurate LES and forth order 
accurate DNS can be observed in the center of the channel. This difference is similar to the 
differences observed for Re, rs, 390 also between DNS results, see Fig. 6 (b). 

Fig. 7 (b) show normalized 0+ slPr profiles for the same cases. Temperature fluctuations retain 
a nonzero value on the wall for isoflux boundary condition also in this case. The differences 
between LES and DNS results at the edge and apart of the thermal boundary layer are here more 
pronounced. However, this difference is not only due to different order of accuracy or numerical 
approach (DNS apply finite difference while LES apply finite volume) but also due to the different 
Peclet number Pe, = Re, x Pr. The DNS Peclet number is Pe, = 16 where for LES Pe, = 13.156. 
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Fig. 5 : T+/Pr. (a) Pr ∼ 0.7: —, DNS KAM; ×, DNS AKM; ◦, LES case A. (b)Pr ∼ 0.022:
—, DNS KAM; ×, DNS AKM; ◦, LES case B.

consistent with the results by Tiseljet al. [2] for Reτ ∼ 180 andPr = 1. The fourth order accurate
DNS [12] indicates slightly lower mean temperature aty+ above 300, Fig. 5 (a). For the case
Pr ∼ 0.022 similar behavior can be observed. However, the discrepancy between second to the
forth order accurate simulations is very small.
Figure 6 shows normalized temperature rms valuesθ+rms/Pr. In addition to the second and forth
order accurate DNS data by [3] and [12] also the DNS results byTiselj et al. [2] and Kawamuraet
al. [3] for Reτ ∼ 180 andPr = 1 are included for comparison, figure 6 (a). In figure 6 (a) results
by Kawamuraet al. [3] (dashed line) are compared with the results by Tiseljet al. [2] (squares)
for Reτ ∼ 180. LES results (circle) and DNS results (× and straight line) forReτ ∼ 390 are also
compared in the figure 6 (a). The main difference is observed for temperature rms near the wall.
Temperature fluctuations retain a nonzero value on the wall for isoflux boundary condition. Apart
of the thermal boundary layer no influence of different BC canbe observed. The fourth order
accurate DNS [12] indicates slightly higherθ+rms at y+ around 20. In figure 6 (b) LES results
(circle) are compared with DNS results (× and straight line) forPr ∼ 0.022. The same effect as in
the casePr ∼ 0.7 can be observed, i.e. the temperature fluctuations retain anonzero on the wall
for isoflux boundary condition. The discrepancy between second and forth order DNS is more
pronounced in this case, figure 6 (b).
The normalized mean temperature profilesT+/Pr for Reτ ∼ 600 andPr ∼ 0.022 are presented in
Fig. 7 (a). the mean temperature profile does not depend on thetype of the boundary condition
also in this case. However, small discrepancy between second order accurate LES and forth order
accurate DNS can be observed in the center of the channel. This difference is similar to the
differences observed forReτ ∼ 390 also between DNS results, see Fig. 6 (b).

Fig. 7 (b) show normalizedθ+rms/Pr profiles for the same cases. Temperature fluctuations retain
a nonzero value on the wall for isoflux boundary condition also in this case. The differences
between LES and DNS results at the edge and apart of the thermal boundary layer are here more
pronounced. However, this difference is not only due to different order of accuracy or numerical
approach (DNS apply finite difference while LES apply finite volume) but also due to the different
Péclet numberPeτ = Reτ ×Pr. The DNS Péclet number isPeτ = 16 where for LESPeτ = 13.156.
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3. CONCLUSIONS 

In the present paper the constant heat flux boundary condition was assumed, allowing nonzero wall 
temperature fluctuations and the effects of temperature fluctuations close to the wall are investi-
gated using LES approach. For practical calculations this type of boundary conditions is required 
since the assumption of zero temperature fluctuations at the walls can not explain the wall thermal 
streaks. The near wall range is resolved and subgrid-scale (SGS) turbulence model for non-unity 
Prandtl number by Otic [4] is applied to analyze forced convection in a channel at Re, = 390 and 
598, for Prandtl numbers of 0.701 and 0.022. Simulation data is statistically analyzed and com-
pared with the DNS results from the literature. It is shown that temperature fluctuations are of 
great importance near the wall in both cases. Therefore, if the near wall region is approximated 
turbulence models must account for the temperature variance. However, there is no influence of 
the boundary conditions on the temperature variance profiles in the center of the channel. No 
influence of heat flux boundary conditions on mean temperature profiles was observed. The re-
sults are consistent with the results reported in the literature. A simple criteria for the contribution 
of turbulence models to the resolved scales in the entire computational domain is also provided. 
Additional ongoing LES for Re, = 1450 at Pr = 0.022 will be presented at the conference. 
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