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Abstract
One importantissue in understanding and modeling of terfiuieat transfer is the behavior of the
fluctuating temperature and velocity close to the wall. Thgalapproach assumes the temperature
fluctuations to be zero on the wall. This assumption of ideat flux wall boundary condition may
resultin the ill-posedness of the energy equation as dssclisy Sommer et al. 1994. In the present
paper constant heat flux boundary condition was assumemlyiali nonzero wall temperature
fluctuations and the effects of temperature fluctuationsecko the wall are investigated using
the LES simulation approach. The subgrid-scale (SGS) lemioe model for non-unity Prandtl
numbers by Otic, 2010 is applied to analyze forced convedtica channel at friction velocity-
based Reynolds numbers 390 and 599, for Prandtl numb&d& @nd 0022. A simple criteria for
the contribution of turbulence models to the resolved scal¢he entire computational domain is
provided. Simulation data is statistically analyzed anchpared with the DNS results from the
literature.

Introduction

Turbulent forced convection in liquid metal cooled nuclesactors is of fundamental interest.
One important issue in understanding and modeling of teriiuheat transfer is the behavior of
the fluctuating temperature and velocity close to the wallm@ion DNS approach is to consider
the system as fully developed while the wall boundary coowliof ideal heat flux is applied, i.e.
the temperature fluctuations are assumed to be zero on thellel assumption of ideal heat flux
wall boundary condition may result in the ill-posednessha €nergy equation as discussed by
Sommeret al.[1]. Tiselj et al.[2] performed direct numerical simulation of fully devebxptur-
bulent velocity and temperature fields in a flume, for frintieelocity-based Reynolds number of
171 and Prandtl numb@&r = 1.0 using isoflux wall boundary condition which allows a nomeze
temperature fluctuations on the wall. Tiselj and colleagi@apared their results with the DNS
by Kawamureet al.[3] where the ideal heat flux boundary condition is applied found that the
profile of the mean temperature was not affected by the typeaf flux boundary condition (BC).
However, they also found that the type of heat flux BC has aopirad effect on the statistics of the
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temperature fluctuations in the near-wall region. In theeagkere thermal conductivity of wall
and fluid are strongly different ideal heat flux BC may refl&et physical mechanisms of turbulent
convection correctly. If thermal conductivity of walls afidid are similar as in the case of liquid
metal convection the ideal heat flux wall boundary conditivay be insufficient. In addition the
assumption of zero temperature fluctuations at the wallsioaexplain the thermal streaks on the
wall.

For nuclear engineering and design computational fluid ayosi(CFD) codes are commonly ap-
plied. CFD calculations usually apply statistical turlnde closures based on Reynolds-averaged
Navier-Stokes (RANS) equations. For RANS modeling the Igirty of velocity and tempera-
ture over all scales is assumed and statistical turbuleamid® number models or algebraic heat
flux models based on the turbulent kinetic energy and itsghsien rate are commonly applied.
In this case the problem is twofolda) Possibly incorrect wall boundary conditioh) The no-
slip boundary condition for the velocity induce vanishiegiperature fluctuations near the walls.
Same deficiencies may occur for the near wall approximaappsied to LES.

Analysis, development and validation of turbulence modaigiire turbulence data provided from
experiments and detailed numerical simulations like &gy simulation (LES) or direct numer-
ical simulation (DNS). In large eddy simulation, the thimensional time dependent large scale
field is computed directly from the filtered equations anddfiects of the small unresolved scales
are modeled. The severe Reynolds number restriction irctdimemerical simulations (DNS), is
largely reduced in LES. This advantage is obtained at theresgp of modeling the small scales,
the so called subgrid scales (SGS). However, since the soaés are presumably more homoge-
neous and isotropic then the large scales, it should belgessiparametrize the small scales using
simple and more general models. The simple approach appliedmerous LES calculations is
the SGS turbulent Prandtl numbé&rggs.

In the present paper the constant heat flux boundary conditas assumed, allowing nonzero wall
temperature fluctuations and the effects of temperaturéufitions close to the wall are investi-
gated using LES approach. The near wall range is resolvedagtid-scale (SGS) turbulence
model for non-unity Prandtl number by Otic [4] is applied tealyze forced convection in a chan-
nel at friction velocity-based Reynolds numbers of 390 a@8, Sor Prandtl numbers. 001 and
0.022. Simulation data is statistically analyzed and congparigh the DNS results from the lit-
erature. It is shown that temperature fluctuations are adtgreportance near the wall in both
cases. Therefore, if the near wall region is approximatdalitence models must account for the
temperature variance. A simple criteria for the contribatof turbulence models to the resolved
scales in the entire computational domain is also provided.

1. Numerical method

1.1. Basic Equations

The governing equations for the velocity field are filterediidaStokes and continuity equations
o o0, op 0 —
—+—(UjUj) = ——+—(S; —B;jj
ot +Xj( i Uj) 0)(i+Xj(SJ i),

oU;
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where bar denotes filtering); is the velocity vectorp the pressure§j = vDjj the viscous stress

tensory the molecular viscosityij = ("—U_‘ + %—L)qu) the strain rate tensor afgyj; the SGS tensor.

0X;
The filtered temperature equation reads

o7 ou;T o Ki__
an Ch,

= 2

ot * 0X; 0xj )
whereT is the temperature arklthe thermal diffusivity. The scalar flug; represents transport
of T due to turbulent scales too small to be resolved on the caatipoal grid. Here the filtering
operatorF denotes the average over the computational grid cell fogaantityF andf = F —F
the deviation thereof.

1.2. Subgrid-Scale Models

In this study we apply an eddy-viscosity SGS model to acctmminresolved scales of the velocity
field. This modeling is based on the hypothesis that the tigcgart of the SGS stress tensor is
locally aligned with the filtered deviatoric part of the straate tensor,

Bij = 2/3KI —vsadP,

K =1/21tr(B;j), DR =Djj—1/3t(Dyj)l, (3)

whereK is the SGS kinetic energlythe unit tensor andsgsthe SGS eddy viscosity. The transport
equation forkK can be derived by contracting the transport equatiorBfor The closure problem
is therefore, the determination Bf andvsgs Assuming local equilibrium the modeled equation
for K reads

o o] __B”DIJ_Fa—Xj(VSGS(E)_CEA K=, (4)

wherevsgs= C,AKY2, A is the filter width andC,, C; are empirical coefficients. The dynamic
procedure first introduced by Germano [5] can be applied terdene the coefficient,. This
results in a dynamic one equation model (see e.g. Ghosadl, IMioin and Akselvoll [6] or Fureby,
Tabor, Weller and Gosman [7]). In this study the dynamic aneaion SGS model for the velocity
field is used. This model provides for the proper asymptatitavior of the stresses near the wall,
and it vanishes in laminar flow without intermittency furncts.
To close the energy equation (&), must be modeled. A widely applied gradient diffusion model
reads

qj = —KSG%, (5)

with the turbulent eddy diffusivitk; defined as

(6)

K =
SGS PrSGS,

wherePrsgsis the SGS turbulent Prandtl number. Based on one equathmridumodel for the
velocity field and on the temperature and velocity spectta@iinresolved scales an one equation
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Test case ‘ Pr Re Prsgs N1 x No x N3

A 0.701 390 0.45 128 120x 96
B 0.022 390 2.5 126 120x 96
C 0.022 598 2.5 146 140x 140

Table 1
Test case summary

subgrid model for liquid metal forced convection is derived Otic, [4]. The model provides
an estimate for subgrid turbulent Prandtl numb#nsg9 which accounts for effects of molecular
fluid properties on the energy transfer at low to moderatéePéambers. Th&GSheat flux model
derived in [4] reads

Ksas= Cy(4a/B) Y2 pr4/9aK Y2, )

where the coefficients andf3 are determined from the experimental results and turbelémeory
as

a~16, p~13, (8)

(see e.g. Monin and Yaglom [8] and Hinze [9]). Farr= 1 the equation (7) yieldBrsgs= 0.457.
This SGS turbulent Prandtl number is close to the vald@ @vhich is widely used for turbulent
convection in air (see e.g. Deardorf [10]). Her = 0.022 the SGS turbulent Prandtl number
estimated using (7) is.295. The above equation together with the dynamic one-exguatodel
introduced in the previous subsection represents the steh&€GS model for liquid metal forced
convection. In the next section this approach is appliednukte turbulent forced convection in
a channel.

2. Simulation results and discussion

A relevant test case for examination of the LES results iscttennel flow, where DNS and ex-
perimental data are available for comparison. In this stwdycases of passive scalar transport
in turbulent channel flow are performed for Prandtl number®0 and 0022 at friction velocity
based Reynolds humbeRg = 390 and 598 (see Table 1). The channel is confined with two
parallel plates & apart, wheréh is the channel half-width. The computational domain forhbot
cases is b x 2h x 3h in the streamwise, cross-stream and spanwise directiesgectively. The
flow is driven by a fixed mass flow rate in the streamwise diogctNo-slip conditions are used at
the walls while the periodic boundary conditions are appbea other boundaries. Constant wall
heat flux of 20N /n? is considered at both walls while the initial temperaturevafl and fluid is
chosen as 50K. The filtered equations are discretized using the finitewaunethod. The algo-
rithm is second order accurate both in space and time andthegng equations are considered
in the dimensional form. Time step is specified based on theirement that maximum Courant
number (Co) is below 8. The system of algebraic equations is solved by an incamflboleski
conjugate gradient method and the predictor-correcto©OPF&heme for pressure is applied. The
calculations presented here are performed using the Op&MRCFD toolbox, see e.g. Welleat
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al. [11]. The initial isothermal constant velocity field waseagtated in time until the fully devel-
oped state is reached. Subsequently the computationsraiedaaut until the passive scalar fields
reached statistically steady states. For the cAsexliB the initial velocity field is introduced from
the previous calculation and the passive scalar is intredirddependently for both cases.

(@) (b)

25 — 25

201

Fig. 1: Mean velocity. (a) Re ~ 390 —, DNS MKM; x, DNS KAM; O, LES case A.
(b) Re ~ 600 —, DNS MKM; x, DNS AKM; O, present LES case C.

Statistical results are normalized by the friction velpait and and the wall surface heat flux
T = (K%‘W)/UT. Throughout the paper the superscriptassign a non-dimensional quantity

scaled by wall variables e.g/" = yu;/v andT* = (T)/T;. To compare with the DNS data the
mean temperature profile is considerec{'ﬁ}iw— (T).

Kawamura et al. [3], hereafter KAM, and Abe et al. [12], héteaAKM, performed DNS of
turbulent heat transfer in channel flowRd = 395 and 640 for botRr = 0.71 and 0025. In these
simulations passive scalar is introduced as the ideal wstiat BC from both walls. These and
isothermal DNS data fdReg = 395 and 590 by Moseat al.[13], hereafter MKM, are also used for
comparisons. To evaluate the present LES results the méacityerofile and root-mean-square
(rms) values are shown and compared with the DNS results bgeM al. [13], Kawamuraet

al. [3], and Abeet al.[12]. The LES results for the mean velocities are in very gagrteement
with DNS, Fig. 1. Because of the higher Reynolds number thalte of Abeet al. [12] differs
slightly in the channel central region as compared to the Dd$8lts by Moseet al.[13] and to
the present LES (casg Fig. 1 b).

In figure 2 velocity root-mean-square (rms) values evatlifitam the LES are presented and com-
pared with the DNS results. Figure 2 indicate a very goodeagent of the LES results with the
DNS. However, foRg ~ 600 there is a small discrepancy fairpmsin the rangey™ of 100— 300
compared to the results by Mosgral. [13], figure 2 (b). Because of the higher Reynolds number
the results of Abet al.[12] are slightly different then the DNS by Mosetral.[13] and the present
LES, figure 2 (b).

In the following we present a criteria for the SGS model dbotion. This simple criteria allows
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(@) (b)

Fig. 2: urms (@)Re ~ 390 —, DNS MKM; x, DNS KAM; Present LES, case A:O, UIRMS
A, UorMms O, Usrms (b) Re ~ 600 —, DNS MKM; x, DNS AKM; Symbols represent the
same as in a) for present LES, case C.

an iterative simulation procedure where the level of appnation can be adjusted. Here the
governing equations (1) and (2) are solved in the dimensfonma using constant fluid properties.
Since turbulent eddy viscosity and turbulent eddy diffitginodeling is applied, (equations (1) -
(5)), a simple rearrangement of the viscosity and diffugiterms yields

v <1+ VSTGS> ,
K(1+KSTGS). ©)

The dimensionless ratio¥sgs/'v) and (Ksgg/K) provide a simple criteria for the contribution
of SGS turbulence models in the entire computational dom#ins a simple measure for the
contribution of SGS models to the resolved scales. Mainrtdgges are: a) no sophisticated post-
processing is required as e.g. data filtering over some waxgar range; b) the local spatial
resolution is evaluated over every computational cell authadditional computations.

The discussion on spatial resolution requirements isexon over the last fourty years. However,
apart of few well established integral criteria liRe”/* for the resolution of the Kolmogorov
scale, there is still no general a priori estimate for locasmresolution (although some attempts
are done). The reason is plausible; there is no general gggme general mesh structure, no
universal turbulence model and no universal scaling law.

Applying the criteria (9) an iterative simulation procedis presented in the following. Using this
procedure a simulation can be performed at a chosen levelpobaimation.

The procedure reads:

1. Estimate coarse mesh using some integral criteria Rey® resolution requirement for the
inertial subrange) and define the flow-through time (e.g.|&gl-Bénard case is different
from pipe flow),

2. Generate mesh and perturb initial velocity field,
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3. After two flow-through times evaluate criteria (9),

a) If sharp peaks existin the fields @fsgs/v) and(kscg/K) restructure the mesh to avoid
them,

b) Else, continue,

4. Refine the mesh so that the local maximawiss/v) and (ksgg/K) are below your level
of approximation (e.g. in this case the contribution of SG&let is chosen to be less then
10%, see the following discussion),

5. Interpolate previous results to the finer mesh,
6. After two flow-through times evaluate the averaged dGatéd),

a) If sharp peaks exist go to 3. and repeat the steps.
b) If the required level of approximation is not satisfied gett and repeat the steps.
c) Else, continue.

For non-buoyant flow scalar transport is first introducechatprocedure step 6. c). In general,
profiles of (vsgg/V) and (ksgg/K) should be smooth functions. Steep gradients in the proximit
of the local maxima (or minima) indicate inadequate mesthcsire which should be corrected.
Apart of the criteria check, the procedure steps 1., 2., 4. fanare essentially common simula-
tion practice. The main advantage of this procedure is tbatdditional computational costs are
introduced.

Figure 3 show the distribution of the averaged criteria {@rdorty flow-through times. It is worth
to notice that no significant difference between the avetagéeria after two and after forty flow-
through times could be observed for these simulations.réi§fa) shows the smooth distribution
of the averaged criteriqvsgg /v for LES case® andC. The maximum contribution of the SGS
model do not exceed 7%. This indicates that LES cases areposdid. The figure 3 (a) also
indicate correct vanishing behavior of the dynamic one g#gnanodel in the near wall region.
The number of mesh cells in the DNS by Kawamatal. [3] for Re ~ 395, is about 8.4 million
where the present LES use about 1.4 million cells, see tabl€ht DNS by Abe et al. [12],
Re = 640, is fourth order accurate very high resolution simolatn the 128 x 2 x 6.4 box. The
number of mesh cells used in this DNS ([12]) is about 248 omillivhere 256 grid points between
the walls are used. The number of mesh cells used in the grieE&nhcaseC is about 2.7 million
where 140 grid points between the walls are used, see table 1.

Figure 3 (b) shows the smooth distribution of the averagédr@a (ksgg /K for LES case® and

C. The maximum contribution of the SGS model to the tempeedietd is about 0.06% att ~
10, i.e. negligibly small. Liquid metal convection is chetexrized by large thermal diffusivity
compared to the molecular viscosity i.e. small Prandtl neinfls = v/k. Hence, the small scale
energy spectra of the temperature field decays much fasteittie energy spectra of the velocity
field and the temperature field is dominated by the large soalion. Therefore, it is almost
obvious that forPr << 1 follows Prsgs> 1, see e.g. Tennekes and Lumley [14]. Modeling
approach applied here estimafggs~ 2.5, see table 1. An arbitrary setting Bfsgs= 1 will
increase the maximum contribution of the SGS model to theé&zature field to 0.15%, i.e. still
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Fig. 3: (a) (vsgg/v: O, LES case B;0, LES case C. (b)(ksgg/K: [, LES case B;O, LES
case C.
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Fig. 4: Re ~ 390 LES case A:0, (vsgg/V; [, (Ksgg /K.

negligibly small. Since the turbulence model show correzrnwall and overall behavior and
introduces negligibly small computational costs for th&gktions of the temperature field as
compared to the overall simulation costs, there is no nesdiich it off even for these low Péclet
number casefPe; = Re x Pr). Figure 4 shows the distribution of the averaged critévigsg /v
and(ksgg /K for the LES casé\. The maximum contribution of the SGS model to the tempeeatur
field is about 11% ay+ ~ 10.

For comparison of the temperature fields two sets of DNS aatad; ~ 390 are used. Kawamura
et al. [3] performed second order accurate DNS in th&>62 x 3.2 box with the resolution of
256x 128x 256 mesh points. In the same group, fourth order accurajehigh resolution DNS
in the 128 x 2 x 6.4 box with the resolution of 512 192x 512 for the samdrg = 395 and
Pr =0.71 was performed, see Alst al. [12]. The mean temperature profiles #@r ~ 0.7 and
0.022 as ratidl */Pr are given in Fig. 5 (a) and (b), respectively.

For the cas®r ~ 0.7 the LES mean temperature profiles are nearly identicaltiwétsecond order
accurate DNS despite the different thermal boundary camdit Fig. 5 (a). It is found that the
mean temperature profile does not depend on the type of thlbogcondition. These results are
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Fig. 5: T*/Pr. (a)Pr ~0.7. —, DNS KAM; x, DNS AKM; O, LES case A. (b)Pr ~ 0.022
—, DNS KAM; x, DNS AKM; O, LES case B.

consistent with the results by Tisel al. [2] for Rg ~ 180 andPr = 1. The fourth order accurate
DNS [12] indicates slightly lower mean temperatureyatabove 300, Fig. 5 (a). For the case
Pr ~ 0.022 similar behavior can be observed. However, the diso@pbetween second to the
forth order accurate simulations is very small.
Figure 6 shows normalized temperature rms vaRjgs/Pr. In addition to the second and forth
order accurate DNS data by [3] and [12] also the DNS resulfBssij et al. [2] and Kawamuraet
al. [3] for Re ~ 180 andPr = 1 are included for comparison, figure 6 (a). In figure 6 (a) ltesu
by Kawamureet al. [3] (dashed line) are compared with the results by Tisekl. [2] (squares)
for Rg ~ 180. LES results (circle) and DNS results é&nd straight line) foRe ~ 390 are also
compared in the figure 6 (a). The main difference is obsergeteinperature rms near the wall.
Temperature fluctuations retain a nonzero value on the waisbflux boundary condition. Apart
of the thermal boundary layer no influence of different BC banobserved. The fourth order
accurate DNS [12] indicates slightly high@f,.c at y* around 20. In figure 6 (b) LES results
(circle) are compared with DNS results @nd straight line) foPr ~ 0.022. The same effect as in
the casePr ~ 0.7 can be observed, i.e. the temperature fluctuations retaomzero on the wall
for isoflux boundary condition. The discrepancy betweerosdand forth order DNS is more
pronounced in this case, figure 6 (b).
The normalized mean temperature profile’s/Pr for R ~ 600 andPr ~ 0.022 are presented in
Fig. 7 (a). the mean temperature profile does not depend otypleof the boundary condition
also in this case. However, small discrepancy between semater accurate LES and forth order
accurate DNS can be observed in the center of the channek difference is similar to the
differences observed féte ~ 390 also between DNS results, see Fig. 6 (b).

Fig. 7 (b) show normalizeflt,./Pr profiles for the same cases. Temperature fluctuations retain
a nonzero value on the wall for isoflux boundary conditiorodts this case. The differences
between LES and DNS results at the edge and apart of the thieowmadary layer are here more
pronounced. However, this difference is not only due toedéht order of accuracy or numerical
approach (DNS apply finite difference while LES apply finidume) but also due to the different
Péclet numbePe = Ra x Pr. The DNS Péclet number Bs; = 16 where for LEPe, = 13.156.
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Fig. 6: 6/,o/Pr. () Pr~0.7. —, DNS KAM; x, DNS AKM; - - -, DNS KAM; [J, DNS Tisel]
etal.; O, LES case A. (b)Pr ~ 0.022 —, DNS AKM; x, DNS KAM; O, LES case B.
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Fig. 7: O, LES case C;x, DNS KAM; for (a) T*/Pr and (b) 6,,,¢/Pr.
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3. CONCLUSIONS

In the present paper the constant heat flux boundary condits assumed, allowing nonzero wall
temperature fluctuations and the effects of temperaturéuitions close to the wall are investi-
gated using LES approach. For practical calculations tpe bf boundary conditions is required
since the assumption of zero temperature fluctuations atalie can not explain the wall thermal
streaks. The near wall range is resolved and subgrid-s8&&) turbulence model for non-unity
Prandtl number by Otic [4] is applied to analyze forced catiod in a channel aRe = 390 and
598, for Prandtl numbers of P01 and 0022. Simulation data is statistically analyzed and com-
pared with the DNS results from the literature. It is showatttemperature fluctuations are of
great importance near the wall in both cases. Thereforbgihear wall region is approximated
turbulence models must account for the temperature vaiaHowever, there is no influence of
the boundary conditions on the temperature variance psafilehe center of the channel. No
influence of heat flux boundary conditions on mean tempezgitofiles was observed. The re-
sults are consistent with the results reported in the libeea A simple criteria for the contribution
of turbulence models to the resolved scales in the entirgpatetional domain is also provided.
Additional ongoing LES foRe = 1450 atPr = 0.022 will be presented at the conference.
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