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ABSTRACT 

Component failure' data collection techniques have been in place 
at Point Lepreau Generating Station (PLGS) ainoe first operation 
in 1982. Racently, statistical software packages Have been 
developedto manipulate the data to provide ftinctional 
intOnnation en component performance. The statistical paclcage 
which has been driveloped has been in use since the . l a t k q  portion, 
of 1391'. milure data can be produced withh one to tyo days 
following &pletion and review of the Fourth Q-er component 
fault assessments. 

Reliability studies of the Special Safety System w h i c h  have been, 
submitted to the juriediutional authorities in support of the 
PLGS Operating Licence incorporate the WE of failure rates to 
determine the unavailability contributions of specific component 
failures in overall system unavailability predictions. 
Unavailability of each component ie approximated by: 

The failure duration is a function of the discovery t iae, time to 
access for repair, and the actual tine to repair. The 
reliability analysis for normally passive Special Safety Systems 
currently assunes that the majority of component faults will be 
detected during routine testing. i n  this scenario, the fault is 
assigned to have occurred at one-half the interval between the 
performance ef the test which had last demonstrated the 
successful functioning of the cmaponant and the test which 
detected the component fault. Hence, manipulation of the testingl 
frequencies for those components provides a means of maintaining 
individual unavailability contributions to within reasonable 
levels given the fixed failure rates. consequently, the validity 
of the reliability analyses ie dependant on the accuracy of the 



failure data which relies on competent engineering data and 
assessment techniques. -', ,,,i, .?-- .: L:-..l.i. - ~.: ,,.. L . ' -'Ãˆ .::, .: *-, ^ " W  
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The failure data used in the reliability analytifi5 (or a n&&e 
power plant should be based the experience obtained at that 
facility. To obtain accurate site-specific failure data requires 
considerable effort to develop an extensive data base and 
software to process the information. This paper describes the 
procedures required to collect individual component failure data 
and the software developed at PLGS to manage the Infomation to 
produce failure statistics, trends analysis and an interface with 
the reliability studies. 

A VAX/VMS mini-computer system has been the primary storage 
location for the engintiering and fault assessment data bases and 
associated support code since first plant operation. For ease of 
access and data manageaant, all statlatieal software which 
references these files has alno been developed on the VAX 
computer. A computerized fault tree analysis program (CAFTA) has 
been purchased to perform all reliability modelling on a PC-based 
workstation, and, Ã§ a result, facilities must exist which permit 
communication and data transfer between the VAX and the mic-k- 
computer workstation. 

Development of the software im done on a "DEMOw account and is 
tested extensively prior to conversion to the *LIVEn VAX system. 
The current configuration in use at P U S  is shown in Figure 1. 

CoBporfnt fault aÂ¥aÃ‘smen are rformd basad on the r information available to the Re1 ability Specia1iÃˆ-f The 
information is collected Iron a variety of sources including Work 



Pemits, Work orders, 'Test Results, Work Reports, shift 
Supervisor Logs, Control Room Logs, andmonthly Engineering 
Reports. The 'reliability specialif$ts are located at the plant 
and w e  in direct line of distribution of all' these documentsas 
they are processed. 

Generally, the bf ormat 'on is nIanual.ly collected, assessed, and 
entered into a data base for storage and further processing. 
Figure 2illustrates:a hierarchical chart of tho collection and 
distribution process currently utilized. 

The ability of statistical 
software to calculate failure 
data is dependant on 
comprehensive data bases which 
provide cgn.stru,ptAve- component 
and component failure 
information. 

Three primary data bases used at 
Paint Lcpreau in the development 
of the statistics system consist 
of a fault assessment data base, 
engineering data base (equipment 
library] and a fault tree 
component data bass. These 
elements are illustrated in 
Figure 3. 

The Reliability Group has be- 
collecting failure data on 
components of Special Safety 
Systems for over 10 years. We 
have over 4300 detailed Assessed 
Fault Records (AFRqa) which have been repeatedly scrutinized for 
accuracy as the calibre of generated site-speeificcoaponent 
failure data is a direct function of the quality of the 
specialists* fault assessments. All component faults of the 
Special Safety Systems are completely assessed whether or not 
they result in unsafe conditions of the system. The component 
fault assessments are typically performed on a quarter1y tests in 
preparation for issue of the PLGS Quarterly Techn'ical Report. 
Pertinentinformation related to each failure event is reported 
in this public document including the fault discovery date, the 
typo of fault and a taxk description of the Went. 



The pertinent fault assessment items which impact en the 
production of failure data are listed below: 

1. Affected System 
2. Faulted component identification 
3. Date the fault is assigned to have occurred (fault 

assigrnnent date). 
4. Duration required for repair. 
5. Number of failures 
6. Failure Mode 
7. Failure Mechanism 

The fault assessaent data base structure and content, and the 
associated support codes Were created solely by the Reliability 
Group at PIGS. A great deal of prior foresight has enabled: the 
use of this original data base for failure data production with I 

little or no change to the file structure. 
I 

The failure mode of a component is deterained solely by the 1 
specialists within the Reliability Group. The failure nodes are 
stored as two character codes which can be applied to all 
component groups. For example, a low output failure node is I 
designated as @LOn for all components and component subtypes*. 
This methodology provides a consistent approach to failure mode 
selection regardless of the component designation. I 
Help screens associated with the fault assessment data base 
ensure that only valid failure modes can be. assessed against a 
particular generic component type ie. RELAY). A series of 
approved validation codes stored w i th the help screens are 
compared to the specialistt entry to tile fault assessaent data 
base. If a ~ t c h  is detected, then the entry is accepted, 
otherwise, the entry is rejected and the specialist oust enter 
another failure made. 

I 
ha the AfR hÃ§l screens provide a listing of failure nodes only 
for generic component groups, some failure nodes nay not apply to 
specific subtypes of thÃ generic component. For example, the 
generic component wamplifieraw has an associated set 
modes applicable to all amplifiers as listed below: 

Erratic output 
rails to Trip 
High Output 
High Voltage power Supply Loss 
Low output 
Ho Output 
Ne output chnngo with Changing Input 

The ten nsubtypen refers to a specific component type which 
i> a a u b ~ t  of tir gen=ie cOMponent group. iÃ§ an nin-cor* 1 
Aaplifiern is a subtype of the generic *amplifiern component group. 



open circuit 
Setpoint High 
spurious Trip 

The failure modefi "a-ils to Tripn, "High Veltage Power Supply 
Lossn, . .. "Setpoint Highw, and nSpurious Trip" are applicable to ion 
chamber ampUfiers, however, these Bod@ do not apply to 
i~olktion~plifiers. Isolation amps differ in design and do not 
incorporate trip comparators or %rip contacts. To accommodate 
the. nexclusionw of failure modes., a. data base called the 
%xclusion Fileu 'has been developed to identify which failure 
modes of a generic component group do not apply to a specific 
subtype. Failure mode entries for component faults are rejected 
if the mode is encountered on the Exclusion' File. 

To derive failure data for the componhts of the Special Safety 
Systems, a data base is. required which contains every component 
included in these systems. the data base is comprised of every 
component whether or not its failure contributes to the 
unavailability of the system and is, thexwfore, alse designated 
the nBquipment IÃˆitorar F.ilen. 

Each component listing contains information of that coiaponent 
relevant to the production of failure data, including: 

i) Component Identification 
ii) In-Service Date 
iii) out-of-Service Date 
iv) Component Characteristics 

-. This is the unique identification of 
the acmponent consisting of Unit, BSI (Basic Subject Index) and 
the Component descriptor. 

&-. This is the date frow which monit~ring of the 
component began. It is used in conjunction with the out-of- 
service date to determine the years of service of the component. - - ioa Datf. This is tha date at which monitoring ended 
for a paz-ticulmr component. Typically, this value is calculated 
am the effective data of the generation of failure data for 
campuneat8 which an still in service. The recorded out-of- 
service date for ampanent8 removed from service is the 
determining factor for calculation of the years of component 
service in the event that the out-of-service date precedes the 
effective generation date. - . .. 
m ~ n t  -. This description includes seven five- 
character fielda. These fields include the: System. oeneric 
code, subtypes 1 and 2 and three further 'chiracteristics fields. 
These characteristics are used to categ~~ize . . coiiponente into 



distinct functional groups. 

for example, the generic code for a valve is VALVE and for a 
process transnitter, PTRAH. Subtype 1 can describe the 
construction of the component such as GATE or GLOBE for valves. 
Subtype 2 can represent the method of actuation of the component 

I 
such as MOTOR for a motorized valve or PNDIA for a pneumatic 
diaphragm actuated valve. 

The Fault Tree Component data base consists of a listing of every 
component for each Special Safety System which is Identified en 
the CAFTA fault tree models as a possible, contribution to the 
unsafe failure of the system. 

The information in this data base includes: 

i 1 COBponent identification 
ii) TypÃ§ Code* identification which represents the generic 

code, uubtype 1, subtype 2, characteristic 1 and the 
failure node of the component. 

iii) Failure rat* of the component. 
I 

iv) Test procedure which testa the particular failure mode 
of the component. 

V) Discovery, access and repair tine-for the component. 
I 

The Reliability Unit Statistics Systm (ROSS) has been developed 
utilizing the existing V&X computer configuration at Point a 
Lapreau. As the engineering and fault assesBaent data bases 
historically have been maintained on the VAX, it was de- 
logical that RUSS should be a* -11, to permit Â¥a of 
p r o g g t n g  and, in the interest of time, to avoid re-en of 
the lacy Ã‘aun of raw data on amther, pouibly incompa%ie, 
eoaputqr syafcftB. 

T h i ~  does not inhibit the development of the software on another 
system. The statidea sofWarÃ ha* heen written i n  VAX-BASIC 
which a l l o w  flaxible file structure and I / O  functions. RUSS 
could be re-writtan in a language with similar I/O capabilities 
on a PC-based syeteni. It is rwaomaended that this PC-baaed 
systÃ§ consist of couputam with 80486 procensors linked to ft 
Local ArÃ§ Network (LAN). 486 proceanora operating at: a spÃ§e In 
excess of 25-30 MHz would be desirable due to the large amount of 
data processing required by RUSS. Speed limitations of lesser a 

Type codes are a fiva character code which CAFTA 
incorporat~ te oniqifly iaent~y groups of coaponenta and tlwir 
failure mode, ie. "RUt -OC* represents Bwrcury vt-tÃ§ logic relay 
coil failed open circuit. 

I 



processors would likely be found to be cuabÃ§rsome A LAN would 
permit multiple access to the data bases (stored on a central 
disk drive) from a number of workstations, similar to the VAX 
configuration . 

RUBS provides- failure. data generation capability for any selected 
component group or combination of component characteristics. 
Data is generated for lifetime failure: experience and for each 
individual year from 1982 to the year of a specified effective 
date. The failure data is stored in a central. file designated 
the Wain Statistiwl Data Basew. Rater to Figure 3. 

Component information which satisfies a user-defined selection 
criteria is retrieved from the engineering data base. The 
selection criteria consistsof anentry &reen whereby the user 
can select data generation forspeaific coaponents from the 
engineering data base by stock coda number, BSI or component 
characteristics. The fault assessoant data base is then accessed 
for each individual c ~ f f l ~ ~ n B n t i d e n t i f i c a t i o n  of the component 
group to detmine if any faults have been assessed against, the 
caponen&. Each failure mode, thenumber of faults associated 
with that failure xode, the cuaulativa in-Ã§@nfic duration, the 
average failure rate, the average repair time and the one-sided 
upper confidence limits for the antire component group is stored 



on the maul s-catistiua~ data base. 

Failure data is generated for total experience or including only 
active components*, including or excluding maintenance outages 
(Ie. conponent unavailability due to maintenance), and including 
or excluding non-critical components**. 

it should also be mentioned that the selection criteria can be 
bypassed. Failure data generation can be perforated for only the 
component groups identified on the fault tree coaponent data 
base. Component groups are designated by the first five 
characters of the type codes which are recorded for each 
component. Bypass occurs when the usor does not select a 
specific generic component group for generation and the data will 
default to generation for total experience, not including 
maintenance outage6 and will include non-critical components. 

The infonaation stored in the main statistical data base can then 
be retrieved for use in both the Failure Rate Generation*** 
(FoRGe) system for CAFTA and the component failure Trend Analysis 
System. These are modular subsystems of the Reliability Unit 
statistics system. 

The statistics system generatea failure data based on the number 
of failures of each failure node and the cumulative in-service 
duration of the component group. The failure data includes 
calculation of the avera e failure rate and St, 50t and 958 one 
sided upper confidence 1 its based on the methodology described 
in reference 1. 

L 
The average failure rate is determined froa: 

where a = nunber of observed failure* of the specified mode 
t = cu~uXativ component in-service years 

* Active components are defined a* those which have no out-of- 
service date. 

** Critical coBponuts are those identified in the CAFTA fault 
tree aodels. 

*** The FOW sysfcea differs in that it generate* failure data 
for the CATTA fault trees via a pra-calected failure mode 
combination technique using the raw failure data in the main 
statistical data base. 



In the event that the degrees of treadon exceeds 100, the chi- 
squared distribution is approxinated by a normal distribution 
through the relation: 

where Z = -1.645 for 51 confidence 
z =  0 for 508 confidence 

and Z - +1.645 for 951 confidence 

The value of chi-squared distribution is tabulated for the 
desired confidence level up to 100 degrees of freedom. 

X* = Ta&le(a,v) 

where a = the desired confidence level (St, 501 or 95%). 

Hence, the confidence limit is detaralned from 

I The confidence limits are determined from a statistical ehi- 
squared distribution algorithm and are dependent on the degrees 
of freedom v of the failures. The degrees of freedom are given 

I 

I 

I 
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I 
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The FOR- and trend analysis system impact on various areas of 
plant operation. FollWing annual publication, the failure data 
will be downloaded to the CAFTA fault trees and the model re- 
evaluated accordingly. The CAFTA results will identify potential 

ovements to component tooting intervals, symtem design and 
practices which contribute to predicted 
Each of fcheÃ§ areas can be reviewed, as 

necessary, to ensure that the predicted values are maintained 
! 4% within prescribed target levels. 
I -I- 

The trend analysis system deteminea the statistical significance 
of trends for both lifetine failure rates and for the number of 
failures in the reporting year. The trends give a direct 
indication of the effectiveness of prevenfcative maintenance 
practices, replacement programs and cmponent design. The trends 
may also have an indirect impact on the testing regimens and 
system design. - 

The objective of the statistics system is to detect possible 
divergences in component parfomiance which will allow PLGs 



operating n t a f f  to. formulate corrective actions t 0  avoid systea 
unavailabilit, . As the failure rate .gmwr&tj.ott sys-bea &S 
intended to g 1 ve l i fe t ime failure axperience based on the ranikaa 
occurrence of component fault*, the trend analysis ~ysteavi l l  
permit detection of treads which aiby be a result of vn-random. 
effects. Should a non--ran- trend bg d e t d q s i ,  t&m -the 
failure data could be further rationalized based on these trend' 
observations. 

The FoRGe eystaa allows manipulation of the lifetime data storad 

-A. Elements of FoRGe include a f u l l  screen inquiry, *in 
on the main s t a t i s t i c a l  data base which is intended for use w i t h  

, , 
I ... 

statistical data base maintenanceand report programs, fault  tree 
couponent data has* maintenanc* and reportnog, aainten&nce of a . 
VAX-based Type Code file, and a variety of support utiliti&. 

nqnaarir  the o p w t i o n  at Or Fa- system; Fail- data is 1 read from the aÃ§l. statistical data base and downloaded Into the 
faul t  tree component data basÃ for raster storage. As previously 
indicate&, tha fault tree coinponent data base contains -the type 
codes, failure oodes end failure rate* for each coaponent 
identified i n  CkPTK. Tha t&ilUZ?Â data Bay be combined with 

I 
contributions fron additional failure nodes as determined from a 
dinations file. v.  , 1 I 

8 , .  - n 11 - 

me tailor* eta froa the f a u ~ t k w  coittp'aftent data base can then 
be wed in  conjunction with the buie event labelling scheae*, 
to product a VAX-based type coda f i le  w i t h  the ftxact same 
structure a6 the CMT& tw oo<te file.  

I 
- - 

The F ~ R G ~  syetea then prov&d- an interface to pel-Bit data 
transfar frum the VAX to tir PC-- version of -A. This 
interface requires that a co~un ica t ion  package exist en both the 
V M  and Ute PC worXfgS%tion. Currently, the analysts at PLGS are 
usim SxartTena 240  with KERttZT data transfer protocol to 

It was found desirable that a feature should exist which would 
&llw the c a b h t i c m  ef avntributionm from a v a r i q  o$ fa i l iue  
Bodes to be applied to a single failure mode. Thin would permit 
9 reduc6cl CAFTA fault tree Bodel as multiple basic even- could 
be avoided, to Â¥on d-Ã§~ tor n p d f i c  failure Ã§odeÃ 

  or wropla, co@ider the pstÃ§ntia failure modes o f  a presstars 
transmitter. 1t is conctivable that the CAFTA fault tree mael 



may require aoaeiilnq of the tow output, No Output and Errat ic  
Output fa i lures  mq&es.as contributeirt t o  system unavailability. 
In- o r d e r t o  refrain f rom modeWng,three separate basic events, 
Fbme will allow coBb.inati@n of a l l  three in to  a primary node. 

!@hÃ FQROe pee c+nes,the fay? eonttibu%ioni* from a 
specified a d i t i ve  list t o  the primary. mode *s. sh.0- i n  Figure 4. 
As a result, tfta analyst  only need model a Low Output failure. 
mode of the pressure transmitter. 

- 

I n  some instances. a fa i lure  1 
mode in  the additive l i ~ t  
may not contr,ibute t o  
predicted system 
unavailability and the 
analystmay not wish t o  
combine the failure modes. 
In this case, a manual 
override tex is ts  on the fau l t  wee corn. pon&ik data base t o  
prevent automatically 
overwriting fa i lu re  r a t e  
information &ring the 
download from' the win 
statistical data base to the 
f a u l t  tree component data 
base. Often; analysts nay 
include the combinati,ons, 
regardless, t o  g a i n  an 
extremely. conservative 
fa i lu re  rate for  the 
component. 

The data rÃ§pbr produced by the FoRGe system is consistent with 
the E I t C  failure &ta report format shewn i n  Reference 1. 
Crucial infomation il;lustrated with the report include: 

Component : Generic component group 
Subclass: : Breakdown of the component character is t ics  
Failure Mode..: Each individual fa i lure  mode 

MB. O f .  Coaponants: Total ninaber of coaponents encountered 
on the engineering data base w i t h  the 
BÃ‘ characteristics. 

No. O f .  Failures: Total n.iiiuber of fai lures  for each fa i lu re  



nodes that was encountered en the fault 
assessment data base. 

cumulative In-Service Y e a r s :  Total nuober of years of 
service for the component 
group as determined froa the 
in-service and out-of-service 
dates of each individual 
components. 

Failure Rate: Average and one sided upper confidence limits 
given for 58, 508 and 95% confidence. 
Failure Rates are given in failures per 
thousand years. 

Average Repair Time: Actual average repair durations 
of each failure mode as recorded in 
the fault assesentent data base. 

A*: Provides a means of quick reference to the failure 
data given the known type code. 

Effective Date: Failure data includes contributions of 
failures and in-service duratj.ons up to 
the effectiv date specified for each 
couponent group. 

Systam Code: Failure data can be generated for all systems, 
or for selecfcftd systems. 

Figure 5 illustrate* a typical page  fro^ the report. Failure 
information is given for all relevant failure modes of the 
wmponent group. 

The trend analysis ayetea provide8 a facility to interactively 
Select trend displays for conponent groups and failure modes on 
individual or all systems. The analysis system calculates, 
through statistical algorithm, the mignit%cance of the trends. 

The trends are based on the failure data otored in the main 
statistical data base for individual failure Bodes and do not 
include contributions fro* combined failur* nodes, preventing a 
possible making of the trend by failures of a different made. 

Two statistical fcÃ§chniqu have been inployd to deterzine 
whether or not the historical failure expftrienoe of a component 
is completely rondo* in nature. These aethoda are the Poisson 
Distribution and Significance of Slope. 
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. . .  ? Q S ~ O ~  D ~ ~ t r i ~ t i ~ n  , . . This method is utilized to compare the 
failure distribution with an assumed Poisson distribution. If 
the agreeaent is good, or there is no significance, then we can 
draw the conclusion that the distribution of failures is 
influenced T. chance alone. If the agreement is not good, or 
there i s  a s qnifiaan'tlv low or hioh limber ef failures in the 
reporting y d ,  then we-n suspect that some non-random effect 
or definite influence may exist. For this reason, we have termed 
this teat. th-e uPeiason Men-Rand- Effect Test*. 

The trend analysis system. uses the. Poisson distribution to 
estimate the probability 0% the -ndan occurrence of egactly n 
failures within the reporting year. X f  the number of experienced 
failures. within this period are significantly greater or lower 
than the nuabar mwiicted by ~0i6Ã§w distribution,.tben it is 
likely that a non-random affect is present in the data. The 
methodology for these calculations has. been adopted from 
Reference 2. 



The mean rnunbar of failures based on the historical failure 
experience of the component group is determined from: 

Where N = Nunbar of component years of service in reporting year 
Fr = Number of failure which occurred prior to the 

reporting period. 
NT = Number of conponent years of service prior to the 

reporting year. 

This relation takes into account, components Kfaich have been 
placed in service and removed from service. 

The probability of the actual experienced r failures which 
occurred in the reporting period is calculated from: 

The probabilities of r and all higher nunber of failures are then 
summed: 

If P is found to be less than 208, then the actual number of 
fail- could be considered to be potentially significant. The 
potentially significant conclusion derived froa this relation is 
rejected if it is found that the failure experience of the 
component ia insufficient to Ã§tat.iÃ§tlal dÃ§tÃ§rÃ‡ 
significance. This avoids identifying only one or two faults as 
significant. ThÃ rejection tact is given below: 

If P is found to be greater than 30%, then the significance 
decision is declined. If P is found to be less than 208 and the 
trend was potentially eignificant, then we draw thÃ conclusion 
that a significantly high nifflber of failures was experienced 
during the reporting period. 



It is useful to. deterB-Lne if the nuaber of failures in the 
reporting period itre significantly low. This would give some 

I indication as to the effectiveness of replacement programs or 
possibly 3 change oÂ component design which has been executed to 
improve component performance. 

9 This is determined from the following equation: 

^ ,̂ r* # 

i I " 'I: W' 

IC P is found to be less than 20t ,  then the number of failures in 
the reporting period is considered to be significantly low. 

Figure 6 illustrates a typical trend for <2" Solenoid Valves on 
all systemts, plotted from a graphical trend re ort progrqm 
developed by the Reliability Group. The plott it ng program 
incorporates DECgraph which w a s  developed by Digital Equipment 
Corporation. 

The report displays the 
number of failures 
relative to each t I . .  

individual operating f ...---Â --.-.. 
year, the component * ,-__- -... ,_ _._- * under observation, the a ... . --- - .--- 

B. failure mode and the 
significance Ã‡ 4 - ---- 
conclusion. should the * %  

number of failures in 
a 
s a  

the last reported year, 1 

in this case 1991, be 2 ' I  

signifi&tly high or 
low, the Poisson Non- YO* 

Random Effect entry 
reflects tee wwhma-zrm 
conclusion. In Figure """Â¥fc&'s&sa" 
6, the conclusion has 
been found to be a A 

r i m  c 
sianificantlv low 
number of failures. 
Thi8 is due to a solenoid valve replacement program which was 
under way at PLGS during 1991. 

w e e  of aloue. The slope OZ a trend line has been 
utilized in the trend analysis system to detect poskible non- 
random effects .such as ageing or insufficient Maintenance 
practices on component performance. ConaÃ§quently the 
significance of the slope of this trend line gives an indication 
of the effectiveness of th- preventati? nintqmnce practices. 
SmLl perturbations in the slope of the line are expected, 



however, due t o  ramon couponant fai lures ,  but are not expected 
to s igni f icant ly  alter the trend. 

~. . ~* . z . .  , .: 

The D~c<staph graphical plotting package which has baen :'A ,,;>?;; . ~, ,. .: . 
intiorporafd i n to  the software provides the ability Ã‡ pi* & ,.lt?l 
l inear  trend l i ne  through a scatter chart of 2 dafca poin t son  an & 
error-free or assigned X coordinate. It has been deterrBinqd that. 
this trend l i ne  is approximatad through the method of lea,@t- 
squares which provides the "best* l inear  fit to the Y data. 

F i g w e  7 illustrates the scatter chaqt and trend Une ter the, 
Sane data points a s  shown i n  Figure 6, however, the trend 
analysis systea approximates t h e  Least-squaresline over each 
individual car for the number of failures per component-years of 
service. a s ,  the trend l ine  ref 1- components which nay have 
been placed in o r  ryoved from service over the lifetime of w e  
plant .  I f  the trend l i ne  was calculated farNnuober of failures" 
'alone, t h i s  would assume a constant number of components which is. 
unreal is t ic  foe an operating plant. 

To d e t h i n e  the 
signif i n n +  of the 
s lope  of the l inear  
trend l ine ,  an 
.algorithm has been 
SncorporetBd which 
u t i l i z e s  the 
statistical t test to  
determine if the slope 
6 of t h e  aatual l i n e  
d i f fe r s  significantly 
from an &uaed 
theoretical slope value 
Jbi. The assumed value 
of. .&+, is zero, as a 
flat, horizontal trend 
lie ia d e s i f d . .  I f  
the value of 
calculated 6 ,  using the 
algoritha outlined 
below., is. greater than 

I 
r i g o r *  7 

t given in-  able A-8 of reference 3 fen: a desired level of 
confidence, then t h e  conclusion is drawn t h a t  toe trend has a 
signif icant ly inereaÃ§in slope. 

I 
m 

The me#odo1ogy adopted far t h e  trend analysis systern has been 
extracted from reference 3 .  

I 



The initial value of t is calculated from: 

whers S, is the SgUWe coot Of the astimabd variance of the 
slope calculated by: 

And S,i, is the square coot of the variance of the 1 data points 
en the graph f& a specified degrees of freedom as determined 
trow 

Where 6 =Â the nuneer or years of service - 2 
and e = the variance of each data point from the least square 

line. 

A t  PLGS, a 5% level of confidence is enployed to deterdne the 
significance of the trend line. From this level, we 'infer that 
we have 5 chances in 100 that we could have drawn an incorrect 
significance conizlusion for toe tiend line, an@ that we- are 95% 
confident that a significant trend axitate. 

It has been deaonÃ§fcrated through operational experience, that 
failure data dwivad via the Reliability Unit Statistics; System, 
can be generated and downloaded to the PLGS computerized fault 
tree aodels within one to 'two day following final review of the 
fourth quarter fault assessments. 

The statistics system has been found to exhibit several 
advantages over aanual data calculation; 

1. Annual failure data production can be optimized by selecting 
only components identified in the fault trees to be- 
enerated. Additional generation can be perfor~ed at any,, gte for ether components. 



2. Problems arising from adverse component experience can be 
pinpointed quickly. Consequently, alternate testing 
interval6 or system configurations can be adopted which 
could potentially prevent system unavailability. 

3. Potentially significant increases or decreases in a 
compomt failure characteristic can be readily identified 
and, if necessary, the mechanism removed or aitigated. 

At Point Lepreau, the Reliability Group has the advantage of 
being located at the plant, having responsibility for all aspects 
of the reliability perfonaance of the plant systems. This 
includes component fault evaluation, derivation of the failure 
data and production of the reliability analyses. We have been 
a61e to design each of these tasks to coopleaent each other. on- 
a i f  location haa enabled reliability specialists to liaison 
directly with system engineers and operations staff to ensure 
precise assessment of faults. Consequently, we are confident 
that the failure data we produce ia highly accurate. 

The production of site-specific failure rates for coinponentB, the 
identification of failure modes and mechatiism of failure, and the 
early identification of component failure trends enables the 
Reliability Group to contribute to the safe, reliable operation 
of the plant by allowing the effectiveness of plant aaintenance on 
possible problems. 
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